Progress towards ignition on the National Ignition Facility
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The National Ignition Facility (NIF) at Lawrence Livermore National Laboratory includes a precision laser system now capable of delivering 1.8 MJ at 500 TW of 0.35-μm light to a target. NIF has been operated since March 2009. A variety of experiments have been completed in support of NIF’s mission areas: national security, fundamental science, and inertial fusion energy. NIF capabilities and infrastructure are in place to support its missions with nearly 60 X-ray, optical, and nuclear diagnostic systems. A primary goal of the National Ignition Campaign (NIC) on the NIF was to implode a low-Z capsule filled with 0.2 mg of deuterium-tritium (DT) fuel via laser indirect-drive inertial confinement fusion and demonstrate fusion ignition and propagating thermonuclear burn with a net energy gain of ∼5–10 (fusion yield/input laser energy). This requires assembling the DT fuel into a dense shell of 3–10 g/cm², surrounding a lower density hot spot with a temperature of ∼10 keV and a preheating regime of 0.3 g/cm², or approximately an α-particle range. Achieving these conditions demand precise control of laser and target parameters to allow a low adiabat, high convergence implosion with low ablator fuel mix. We have demonstrated implosion and compressed fuel conditions at ∼80–90% for most point design values independently, but not at the same time. The nuclear yield is a factor of ∼3–10 times below the simulated values and a similar factor below the alpha dominated regime. This paper will discuss the experimental trends, the possible causes of the degraded performance (the off-set from the simulations), and the plan to understand and resolve the underlying physics issues. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4816115]

I. INTRODUCTION

The National Ignition Facility (NIF) is the first laser system designed to demonstrate ignition and thermonuclear burn of deuterium-tritium-filled capsules. The NIF has been operational and conducting experiments since late in 2009. 1–11 A primary goal of the National Ignition Campaign (NIC) on the NIF was to demonstrate fusion ignition and burn via inertial confinement fusion (ICF). The NIC approach to ignition utilizes indirect drive, wherein the DT-filled capsule is placed inside a cylindrical cavity of a high-Z metal (a hohlraum), and the implosion drive (pressure) is provided by focusing laser energy onto the interior walls of...
the hohlraum and converting it to X-rays (Figure 1). The temporal shape and the spatial profile and distribution of the input laser beams (and hence the X-ray drive) are tailored to assemble the D-T fuel into a dense shell of \(1000 \text{ g/cm}^3\), surrounding a lower density hot spot. Ignition is approached as the hot spot central temperature reaches a temperature of \(10 \text{ keV}\) and \(q_R \approx 0.3 \text{ g/cm}^2\), approximately equivalent to an \(a\)-particle stopping range. Ignition will occur if the total \(q_R\) of the imploded fuel is \(1.5 \text{ g/cm}^2\), so that the hot spot is confined long enough for the temperature to bootstrap by \(a\)-heating to several tens of keV. Achieving these \(q_R\) and \(T\) conditions require a low adiabat (low entropy), high convergence \(30–40\) spherical implosion. This demands precise control over the laser pulse and target, which have been carefully designed to balance key implosion parameters of velocity \(v\), adiabat \(a\), hot spot shape \(s\), and ablator fuel mix \(m\).

Experiments are ongoing to study these four major control variables and have demonstrated that with the techniques developed (diagnostics, laser and target configuration options) we can observe, modify, and within certain constraints, control these variables. Cryogenic layering of the DT fuel with the DT-layer quality predicted to be required for ignition has been demonstrated. Symmetric implosions \((P_2\) coefficient of X-ray emission \(>10\) keV from the DT hot spot \(\approx 6\%)\) at peak hohlraum temperatures \(T_r\) of \(300\) eV have been achieved with laser energies in the range of \(1.3-1.8\)-MJ and peak power of \(450-500\) TW with good absorption \((85-90\%)\) and low fast-electron preheat. Final fuel \(\rho R\) at about \(85\%\) of the ignition point design has been obtained, and in separate experiments implosion velocities \(v_{imp}\) of \(90\%\) of that required for ignition. As shown in Table I, we have achieved a large fraction of the point design conditions in key areas independently, but not all at the same time. In addition, the hot spot pressures are approximately \(2–3\times\) below predictions, and mix is observed at lower velocities than predicted.

**TABLE I.** Key performance parameters from the NIC. Requirements for ignition point design are compared with the best values obtained from any experiment, and two experiments that both obtained an ITFX of \(<0.1\) with, respectively, the single highest neutron yield and single highest \(q_R\).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Ignition point design</th>
<th>Best in any experiment</th>
<th>Best coast in Figure 2 N111215</th>
<th>Best no coast in Figure 2 N120321</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_r) (eV)</td>
<td>305</td>
<td>320</td>
<td>292</td>
<td>303</td>
</tr>
<tr>
<td>(v_{imp}) (km/s)</td>
<td>370</td>
<td>352</td>
<td>312</td>
<td>310</td>
</tr>
<tr>
<td>Convergence</td>
<td>36</td>
<td>48</td>
<td>32</td>
<td>44</td>
</tr>
<tr>
<td>Hot spot asymmetry (P_2)</td>
<td>(&lt;10%)</td>
<td>(6%)</td>
<td>(24%)</td>
<td>(6%)</td>
</tr>
<tr>
<td>Hot spot P (G Bar)</td>
<td>375</td>
<td>197</td>
<td>103</td>
<td>156</td>
</tr>
<tr>
<td>Main fuel (\rho R) ((g/cm^2))</td>
<td>1.5</td>
<td>1.33</td>
<td>0.90</td>
<td>1.31</td>
</tr>
<tr>
<td>(T_m) (keV)</td>
<td>3.5</td>
<td>4.3</td>
<td>3.6</td>
<td>3.1</td>
</tr>
<tr>
<td>No burn DT equivalent yield (13–15MeV)</td>
<td>(3.5 \times 10^{15})</td>
<td>(7.5 \times 10^{14})</td>
<td>(7.5 \times 10^{14})</td>
<td>(4.2 \times 10^{14})</td>
</tr>
<tr>
<td>Total DT yield ((13–15MeV))</td>
<td>(3.4 \times 10^{17})</td>
<td>(8.5 \times 10^{14})</td>
<td>(8.5 \times 10^{14})</td>
<td>(5.0 \times 10^{14})</td>
</tr>
<tr>
<td>Mix mass (ng)</td>
<td>(&lt;100)</td>
<td>0–150</td>
<td>120</td>
<td>287</td>
</tr>
<tr>
<td>Normalized ITFX</td>
<td>1.20</td>
<td>0.097</td>
<td>0.073</td>
<td>0.097</td>
</tr>
</tbody>
</table>

FIG. 1. Schematic of NIF ignition target and capsule and a typical laser pulse (solid line) and resulting simulated X-ray drive (dashed line) pulse. The hohlraum is made of uranium with a thin passivating layer of gold \(0.5\) \(\mu\) thick on the inside surface. It is filled with He gas at a density \(0.96\) \(\text{mg/cm}^3\), which controls wall motion for drive symmetry control. The dimensions have been selected based on recent NIF experiments to obtain symmetric implosions. The capsule ablator has five layers, three of which are doped with Si to control hydrodynamic instability at the ablator-ice interface. Heating of the inner clean CH layer by X-rays \(>1.8\) keV, which pass through the ice, drives a Rayleigh-Taylor unstable configuration at the interface. The amount of Si is set to control the Atwood number such that instability growth is acceptable. The details of the design attempt to optimize the overall efficiency while controlling instability. (For a more complete description, see Ref. 6). The laser power is stepped in time to gradually increase the X-ray drive on the capsule such that the pressure in the ice is increased in four shocks from \(<1\) Mbar to a value in excess of \(100\) Mbar during the implosion phase. The steps are timed such that the shocks coalesce just inside the ice layer, which minimizes the entropy generation in the layer. The first shock enters the ice close to \(\approx 14\) ns after it has traversed the ablator.
One metric for expressing progress toward ignition is the Experimental Ignition Threshold Factor (ITFX). The ITFX depends upon the experimentally measured neutron yield and the ratio of down-scattered neutrons (dsr) to unscattered neutrons, in a no alpha deposition implosion

\[
\text{ITFX} = \left( \frac{Y_{13\text{--}15 \text{MeV}}}{3e15} \right) \left( \frac{\text{dsr}}{0.073} \right)^{2.3}.
\]  

\(Y_{13\text{--}15 \text{MeV}}\) is the measured unscattered yield in the primary peak between 13 and 15 MeV. It is typically \(\sim 80\%\) of the total DT primary yield which also includes downscattered neutrons. The dsr is approximately proportional to the areal density of the DT fuel \((\rho r \sim 21 \text{ g/cm}^2 \times \text{dsr} \%{\text{)}^{[2]}}\). ITFX is related to the generalized Lawson criterion and is normalized so that an ITFX of 1 is defined as the condition in which the probability of a yield greater than 1 MJ on a given shot is 50%. Progress toward ignition can be graphically represented as shown in Figure 2 in which cryo-layered target neutron yield is plotted versus the dsr, where the contours drawn represent constant ITFX.

The yields plotted in this figure arise primarily from compressional heating of the hot spot during the implosion process. As the implosion quality approaches that required for ignition the enhancement due to alpha heating becomes significant. Within the context of ITFX, this yield provides a metric for the underlying quality of the implosion needed to get into a regime in which the alpha particle deposition becomes significant. In these experiments, alpha heating is estimated to be no more than a 20% effect on yield. The ignition regime is above ITFX of 1, while the alpha-dominated regime, in which the yield enhancement from alpha particle deposition exceeds the yield from compression alone, occurs for an ITFX of \(\sim 0.3\text{--}0.5\). The progress in ITFX shown in Figure 2 can be summarized as follows:

- The improvement in ITFX from the first cryogenic layered implosion in September 2010 to values of 0.02 in early 2011 (the green squares in Figure 2), mostly in the neutron yield, was achieved by increasing the laser power.
- During 2011, ITFX was increased to \(\sim 0.08\) (the blue squares). This was achieved with improved shock timing as well as by increasing implosion velocity using Si-doped rather than Ge-doped CH ablators, increasing laser performance and improving implosion symmetry. In the majority of experiments, the laser pulse was turned off when the ablator/fuel interface was at \(\sim 600 \mu\text{m}\) radius, and hence the term “coast” signifies that during the final implosion stage, the DT fuel was “coasting” and decompressing. The variation in yield during this phase is attributed primarily to deliberate variation in laser power, energy, and the resulting variation in implosion velocity as well as deliberate changes in hot spot shape. The variation in dsr can be attributed to shot-to-shot shock timing variations due to laser pulse variations.
- In 2012, the slope of the rise of the fourth pulse (see Figure 1) was decreased, producing an implosion with higher compression and lower adiabat. The length of the fourth pulse was also extended to better maintain compression of the shell during final convergence, producing a higher dsr, or \(\rho r\), resulting in an improved ITFX of \(\sim 0.1\), although at a lower velocity (the purple square “No Coast” points in Figure 2). We attribute the variation in yield during this phase to shot-to-shot variations in mix (more compression leads to thinner shells in-flight, which are more susceptible to mix). The variation in dsr is strongly correlated with shot-to-shot differences in the merge depth of the first 2 shocks\(^3\) due to laser pulse variations.

Table I and Figure 2 show that the integrated implosion performance is currently limited to an ITFX of \(\sim 0.1\) and emphasize (as was mentioned above) that we have achieved key implosion parameters (yield, temperature, velocity, \(\rho R\)) close to the ignition point design in separate, independent experiments, but not at the same time. It appears that in the best performing experiments, we are essentially “trading” neutron yield for \(\rho R\).

As will be discussed in more detail in Secs. II–V, the experimental trends can be reproduced by simulation, but are offset (e.g., yield vs. ion temperature or hot spot pressure vs. implosion velocity). The estimated mix in the hot spot provides the strongest correlation for the degraded performance (discussed further in Sec. III), but there is no single parameter (e.g., higher Rayleigh Taylor growth of the ablator fuel interface) or observable that can explain the discrepancies. Angular measurements of down-scattered neutrons indicate that there could be low spatial mode asymmetries in the compressed main fuel, which may explain some of the deficit in pressure and the larger than expected mix.

At this time, the theoretical and experimental efforts are being focused on measuring and quantifying the deviation (degradation) from expected (modeled) performance. Experiments include campaigns to measure and provide improved, quantitative modeling of the hohlraum, and the resulting time-dependent X-ray drive, as well as capsule implosion and mix. These efforts will also be discussed in Secs. III–V.
II. DT CAMPAIGN

The cryogenic layered campaign has included 38 shots with tritium-hydrogen-deuterium (THD) fuel layers. Of these, 28 shots have used a 50:50 DT fuel mixture. As the campaign has progressed, a range of laser pulse shapes have been employed and hohlraum and capsule designs fielded (Figure 3). Peak power ranged from 290 to 450 TW, the fourth pulse peak rate of rise from 170 TW/ns to 500 TW/ns, the hohlraum size from 10.0 mm long by 5.44 mm in diameter, both Au and 0.6 μm Au-lined U walls, Ge and Si dopants in the CH ablator with peak concentrations of 1, 2, and 4% by atomic fraction, and ablator thicknesses between 189 and 217 μm. The peak fuel velocity has ranged from 290 to 350 km/s. The measured primary DT yield, between 13 and 15 MeV, has varied between 7.5 × 10^{13} and 7.5 × 10^{14} neutrons, and the burn-averaged ion temperature between 1.8 and 4.2 keV. The principal source of this variability appears to be mix of CH ablator into the hot spot.

III. HOT SPOT MIX

Mix of CH ablator into the hot spot will increase radiation loss, cool the hot spot, and reduce the neutron yield. Provided the shell remains relatively intact, the stagnation pressure is not much affected and any cooling results in higher density. A model has been developed that uses the absolute measured X-ray emission and primary neutron yield to estimate the level of CH mix into the hot spot.\(^{13}\) In a 1D uniform hot spot model, the total primary neutron yield is given by

\[
Y_{DT} \approx f_D f_T A^2 \rho_{DT}^2 \sigma_{DT} v(T_i) V \Delta t,
\]

where \(f_D\) and \(f_T\) are the atomic fractions of deuterium and tritium ions, respectively; \(A\) is the mean atomic mass; \(A_{Av}\) is Avogadros number; \(\rho_{DT}\) is the density; \(\sigma_{DT} v(T_i)\) is the DT reactivity cross-section at the ion temperature \(T_i\); \(V\) is the hot spot volume; and \(\Delta t\) the burn duration. The total X-ray emission from the hot spot, after attenuation by the cold fuel and ablator shell, can be written as

\[
X_{\nu} = 4\pi \int_{0}^{T_{DT}} \frac{J_{DT}}{A^2} dV dt \times (1 + \Sigma x_i Z_i)
\times \left(1 + \Sigma x_i \frac{j_i}{j_{DT}}\right) \times e^{-\frac{V}{V_{shell}}}.
\]

where \(j_{DT}\) is the frequency-dependent emissivity of DT; the term \((1 + \Sigma x_i Z_i)\left(1 + \Sigma x_i \frac{j_i}{j_{DT}}\right)\) represents the enhancement due to mix of ions with atomic number \(Z_i\), emissivity \(j_i\), and fraction \(x_i\) of the total number of D and T atoms; and \(e_{shell}\) is the optical depth of the shell.

The emission coefficients are obtained from fits to Detailed Configuration Accounting (DCA) model calculations\(^{13}\) and have the form

\[
j_{DT} \approx \frac{2.2}{A^2} \rho_{DT}^2 \left(1 - e^{-h\nu/T_i}\right) B_\nu(T_i),
\]

where \(B_\nu(T_i)\) is the Planck function and \(h\nu\) is the photon energy in units of keV. For a DT plasma, the emitted radiation is predominantly free-free emission, but for CH both free-free and free-bound contributions are important. The ratio of the X-ray to neutron yield is then independent of the hot spot density, volume, and burnwidth, and scales only with temperature, shell attenuation, and mix fraction

\[
\frac{X_{\nu}}{Y_{DT}} = \frac{4\pi}{f_D f_T A^2} \frac{B_\nu(T_i)}{(\sigma_{DT} v(T_i))} \left(1 - e^{-h\nu/T_i}\right) \times \left(1 + \Sigma x_i \frac{j_i}{j_{DT}}\right) \times e^{-\frac{V}{V_{shell}}}.
\]

The neutron yield and ion temperature are measured by a suite of nuclear diagnostics.\(^{15-17}\) The X-ray emission from the hot spot is measured by two absolutely calibrated diagnostics, the Ross Pair diagnostic,\(^{18,19}\) which spatially images the hot spot is measured by two absolutely calibrated diagnostics, the Ross Pair diagnostic,\(^{18,19}\) which spatially images the hot spot volume in five broad energy bands above 6 keV, and the South Pole Bang Time diagnostic,\(^{20,21}\) which records the temporally resolved emission in a narrow band at 10.85 ± 0.3 keV. Assuming \(T_i = T_e\), Eqs. (2) and (5) can then be used to calculate the optical depth of the shell, and the atomic fraction and mass of CH present in the hot spot. To compensate for uncertainties in absolute detector response, the X-ray to neutron yield ratio is normalized to the cleanest shot, which is taken to have a nominal mix mass of ~30 ng. Changing this value up or down would result in a corresponding scaling in the mix mass inferred for the other shots. While this model assumes the CH to be uniformly distributed within the hot spot volume; it is also a good approximation in the event of the CH being localized in small regions within the hot spot. This is because the x-ray

![FIG. 3. Pulse shape changes have included variations in the peak power, the 4th pulse rise time, and “no coast” drives with extended pulses, as well as smaller tuning adjustments to the picket, trough, and 2nd and 3rd shocks based on keyhole shock timing measurements. The capsule dopant was changed from Ge to Si to improve radiation coupling, and the dopant concentration varied to control the fuel-ablator Atwood number.](image-url)
emission from the CH is linearly proportional to the ion density and electron density. For small mix fractions, the electrons predominantly come from the DT and their density is approximately constant. Hence, the total or volume-integrated x-ray emission is dependent only on the total number of CH ions and not on their distribution within the hot spot.

A large variation in CH mix mass is observed across the DT campaign, with values ranging up to 3000–4000 ng. The peak fuel velocity for the bulk of these shots is between 300 and 340 km/s, where simulations do not predict significant ablator mix into the hot spot, other than /C24 30 ng due to the fill tube. The observed level of mix does not correlate strongly with any single laser drive or target parameter, including the peak laser power. Shots with extended drives, designed to maintain late time compression of the shell, do exhibit a slightly greater propensity for mix, though they also have higher levels of Si dopant in the ablator which is predicted to increase ablation front instability growth. The measured neutron yield is quite strongly correlated with the observed mix (Figure 4). A steep drop in neutron yield is associated with ablator mix mass >100–200 ng. This correlation suggests that ablator mix into the hot spot plays a dominant role in explaining the observed variability in yield.

Figure 5(a) plots the measured neutron yield vs. ion temperature for all the DT shots to date. The data follow a power law scaling of the form \( Y_{DT} \sim T_i^{k} \), but with an exponent smaller than the \( k \approx 4.7 \) expected from the theoretical scaling for 1D neutron yield in the absence of alpha heating. This slower scaling is consistent with assuming DT pressure \( \sim nT_i^4 \) is conserved for small amounts of mix, such that \( Y_{DT} \sim n^{2.7}T_i^{4.7} \). The data are also offset from simulations. Two-dimensional post shot simulations were performed for a number of the shots shown. The simulations, described in detail in Clark et al., incorporate our best knowledge of the delivered laser pulse shape and capsule and ice surfaces, as measured for each shot. A 2D integrated hohlraum calculation provides the radiation drive spectrum for a highly resolved 2D capsule-only simulation. The drive is adjusted in 1D to match shock-timing measurements of the first three shocks from equivalent keyhole targets, and to match in-flight measurements of the shell trajectory from convergent ablation targets. The fourth pulse is adjusted to match the measured capsule trajectory, neutron bang time and dsr. The choice to approximately match the measured dsr assumes that 3D effects are relatively small, which may not be the case in practice as we discuss later. Simulations were performed both with alpha deposition on and off, and the results for all shots simulated to date fall within the two relatively small regions marked in grey in Figure 5(a). The experimental yields are 3-20\% lower than predicted, ranging from the cleanest to most mixed shots. The different dashed lines in the figure correspond to different hot spot densities for a given hot spot mass, with density increasing toward the upper left corner and decreasing toward the lower right. The simulations predict higher hot spot density than observed experimentally. The slope of the experimental data is therefore consistent with the hot spot becoming smaller and denser with increasing mix. It is difficult to replicate the observed levels of mix in the simulations, but we can approximate the effect by preloading the DT gas in the capsule

![Figure 4](https://example.com/figure4.png)

**FIG. 4.** Measured DT neutron yield vs. inferred CH mix mass in hot spot of 50:50 DT layered implosions. The mix mass is normalized to shot N120131 which is assumed to have a nominal mix mass of ~30 ng. The labels are the last four digits of the shot number.

![Figure 5](https://example.com/figure5.png)

**FIG. 5.** (A) Neutron yield vs. ion temperature of 50:50 DT layered implosions. Shots are shown by level of CH mix into hot spot. Dotted lines are theoretical 1D scaling curves at different values of \( \phi R \). The star represents the no-burn equivalent (alpha deposition off) of a simulation giving 1 MJ yield. Oval regions (top) encompass sets of 2D post shot capsule simulations with and without alpha deposition. (B) Triangles mark simulations of shot N120321 with 30, 300, and 3000 ng of CH preloaded into the DT gas.
with a given amount of CH. This method is used to incorporate the effect of the \( \sim 30 \) ng of CH mix expected from the fill tube. Figure 5(b) shows the results of increasing this pre-loaded mix to 300 and 3000 ng of CH in simulations with alpha deposition on. The yield and ion temperature drop precipitously, with a slope similar to the experimental slope. This supports the hypothesis that hot spot mix is primarily responsible for the observed trend in the data. There remains, however, a significant offset in yield between simulation and data, indicating the presence of other unaccounted for factors.

### IV. HOT SPOT MODEL AND PRESSURE-VELOCITY

Insight into the implosion process can be gained by considering the pressure of the fuel at stagnation. The Rev 5-point design requires a burn-weighted hot spot pressure of 375 Gbar to be attained in a no alpha deposition implosion. The pressure can be calculated from the ion temperature and the DT density derived from Eq. (2), using the hot spot volume measured from equator and polar self-emission X-ray imaging and burn duration measured from gated X-ray imaging and the gamma reaction history (GRH) diagnostics. A correction is made to include the contribution of CH mix to the total pressure. Figure 6 plots the hot spot pressure against peak fuel velocity, with the shots separated by coast and no-coast drives. The two groups of shots broadly scale with the expected velocity dependence. The \( v^3 \) dependence can be understood as follows. The pressure at stagnation will scale approximately as \( \rho_d v^2 \) where \( \rho_d \) is the in-flight density of the DT fuel and \( v \) its velocity. For given ablation, \( x \), the fuel pressure in-flight is given by \( P_d \sim x \rho_d^{2/3} \text{ or } P_d \sim (P_d / x)^{3/5} \). The implosion velocity scales approximately as \( gt \), where \( g \) is the shell acceleration and \( t \) the time over which the acceleration occurs. The acceleration scales as \( g \sim 4\pi R^2 P_d / M \), where \( M \) is the mass of the shell, and the time \( t \) is set by \( R \sim 1/2 g^2 \) where \( R \) is \( \sim \) the capsule radius. Thus, the implosion velocity scales as \( v \sim g^{1/2} \sim P_d^{1/2} \text{ or } P_d \sim v^2 \). Hence, \( \rho_d \sim v^{6/5} \text{ and } \rho_d v^2 \sim v^3 \). If the ablation pressure is not maintained until the capsule is committed to stagnation without experiencing decompression from rarefaction waves, an additional factor must be introduced to account for this. This explains the difference between the two classes of shots described in Figure 6.

The pressures achieved in the coast shots are 2-4 times lower than predicted by both theory and simulations. The simulations in this case are 2D integrated hohlraum simulations using “symmetrized” drives that give effectively near-1D performance. The pressure offset of the coast series shows that a factor of two pressure deficiency would still be expected if driven at the point design velocity of 370 km/s. The no coast drive results in higher stagnation pressure, reducing the offset to the ignition scaling curve, though not eliminating it. However, another factor must be considered. While shot N120321, with a peak velocity of 310 km/s, achieves reasonably high yield with relatively low mix, shots driven with higher peak power attaining velocities of 325–330 km/s (e.g., N120405) exhibit heavy ablator mix and a large drop in yield, despite their pressure following the expected scaling. This highlights the fact that even after the pressure gap is closed in the current operating space, scaling to the point design velocity may involve contending with the increasing effects of hydrodynamic instabilities. It is also possible, however, that low mode asymmetries (see Sec. V) are amplifying the effects of higher mode instability. This will only be unraveled by further dedicated experiments.

### V. ENERGY PARTITION OF FUEL

ICF implosions rely on the efficient conversion of shell kinetic energy to hot spot internal energy to produce the necessary conditions for alpha heating. The chart in Figure 7 examines the partition of energy in the fuel for one of the better performing shots, N120205, which achieved a total DT yield of \( 6.4 \times 10^{14} \) neutrons and an ion temperature of 3.6 keV. Post shot simulations of this target have been performed in one, two, and three dimensions. The 2D...
simulations resolve up to mode 1000, but in this 3D case, the resolution is limited to mode 50. The peak fuel implosion velocity was 299 km/s, corresponding to a kinetic energy of 7.6 kJ. Another 0.5 kJ is in the form of internal energy at this time. From the time of peak velocity to stagnation, the simulations predict that an additional 2.2 kJ of PdV work is done by the ablator on the fuel, giving a total of 10.3 kJ of energy delivered to the fuel at stagnation. In 1D, there is an almost complete conversion of kinetic energy to internal energy in the fuel, with the hot spot containing 6.8 kJ, of which 2.5 kJ is from alpha heating. Most radiation from the hot spot is reabsorbed in the cold fuel. In 3D, this efficiency is reduced because of non-radial mass flow arising from local non-uniformities or perturbations in the incoming shell. In this case, the hot spot internal energy is reduced to 5.4 kJ, of which 1.5 kJ is from alpha heating, and 0.7 kJ remains as unconverted kinetic energy in the fuel. A 3D static thermodynamic model of the fuel has been developed that uses both X-ray and nuclear diagnostic information to constrain the properties of the hot spot and cold fuel. The hot spot density, pressure, and volume are determined in a similar manner to the 1D model described earlier, but extended to 3D dimensions in \((r, \theta, \phi)\) space. The hot spot is surrounded by a cold DT shell approximated by a Gaussian radial distribution that is constrained by the initial DT fuel mass and down-scattered neutron measurements along a number of lines of sight. For N120205, the model estimates the hot spot internal energy to be 1.7 kJ, of which 0.4 kJ is from alpha heating. In this model, the hot spot \(\rho R\) is estimated to be \(\sim 0.1 \text{g/cm}^2\), which is roughly twice the alpha stopping range at these temperatures. The internal energy of the cold fuel is estimated at 6.1 \(\pm\) 1.3 kJ. It has a large uncertainty due to the difficulty of constraining the cold fuel volume in the absence of direct radiographic measurements. As seen in Figure 7, this leaves approximately 2.7 \(\pm\) 1.3 kJ of energy unaccounted for, presumably in unconverted kinetic energy of the fuel or in “hot spot” that did not form properly and remained cold.

One hypothesis that may account for this discrepancy is the presence of large odd or even mode asymmetries. In simulations, these can have the effect of pinching off regions of the hot spot, preventing them from becoming hot. Evidence of an asymmetric cold fuel distribution has emerged from several nuclear diagnostic measurements. Neutron time-of-flight measurements of the dsr have shown persistent differences of \(\sim 20\%\) along different lines of sight. Unscattered primary neutron measurements made with flange nuclear activation detectors (FNADS) mounted at seventeen locations around the target chamber have revealed yield variations in some shots that correspond to factors of 2-3\(\times\) differences in line-of-sight \(\rho R\) although it has not been possible to relate these variations to any systematic low mode fuel shape asymmetry. The yield distribution for an example shot is shown in Figure 8. Additionally, recent 2D X-ray radiographic measurements of Symcap targets
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(DHe$_3$-filled warm capsules) have shown significant P2 and P4 asymmetries of the shell in-flight.

VI. SUMMARY AND FUTURE DIRECTIONS

During the NIC, the demanding requirements set by the ignition point design for targets, diagnostics, and the laser were largely met, and experiments were developed using surrogate targets to measure and manipulate the key attributes of an ignition implosion. As a result, significant progress has been made toward forming the DT fuel conditions necessary for ignition. In particular, fuel areal densities of 1.3 g/cm$^2$ or 85% of the point design value have been achieved, and hot spot temperatures in many implosions are comparable to those predicted to be needed for strong alpha heating. However, the highest neutron yield obtained has been 8.5 × 10$^{14}$, resulting in a hot spot heating rate a factor of $\sim 10$ below that for which alpha deposition would begin to cause bootstrap heating leading to ignition. The neutron yields are also a similar factor below detailed post shot 2D and 3D implosion simulations that included the best knowledge of shock timing, implosion trajectory, and capsule surfaces. In these simulations, the implosions were relatively spherical and the impact of hydrodynamic instabilities was small, leading to little reduction of the hot spot clean volume and very little mixing of ablator material into the hot spot. In the best performing implosions in which there was little mix of ablator into the hot spot (low mix experiments), data analysis indicates that the hot spot density was $\sim 2$–3 × below these post shot simulations while the temperatures were comparable. This suggests that the lower hot spot density may be largely responsible for the disagreement between simulation and experiment in these cases. A leading hypothesis for this discrepancy is that low mode X-ray drive asymmetries are larger than predicted by the hohlraum simulations used to construct the time-dependent drive symmetry for the detailed post shot implosion simulations. Nuclear activation data and recent 2D radiographic measurements indicate significant implosion asymmetries not included in the post shot implosion simulations. Including significant X-ray drive asymmetry in these simulations leads to implosions that can exhibit many of the characteristics of these experiments, but the details of the asymmetries remain to be quantified and understood. Experiments to do this and subsequently reduce the asymmetries to acceptable levels are currently under way.

Since the hot spot temperatures in these low mix experiments are comparable to those predicted by simulations, the lower hot spot densities also translate to lower pressures than simulated. The peak stagnation pressure achieved was $\sim 150$ Gbar compared with 375 Gbar for the point design. Some implosions reached higher pressures $\sim 200$ Gbar but also exhibited significant mix of ablator material into the hot spot, which resulted in significant radiative cooling and low neutron yields. The neutron yields observed in all the cryogenic DT implosion experiments correlated strongly with the amount of ablator mixed into the hot spot. This has not been predicted by the post shot simulations, which leave the central fuel relatively clean. However, post shot simulations in which ablator material is artificially mixed into the central gas approximately reproduce the trend seen in the data, although the yields, pressures, and densities remain offset and higher than the experiments. Future experiments will measure the ablation front instability growth directly from known initial perturbations, and implosions with higher adiabat than the point design are being developed. These implosions are predicted to have substantially less ablation front growth than the point design and should help isolate the source of ablator mixing into the hot spot.

In addition to these studies of 3D hydrodynamics effects, experiments are planned to better understand laser plasma interactions in the hohlraum, and we continue to advance experimental techniques and diagnostics (optical, X-ray and nuclear) to continue to increase our knowledge of the implosions.