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ABSTRACT
Measured yields and ion temperatures inferred from the fusion product energy spectra can be used as metrics for the performance of an ICF implosion. This can be used to infer species separation, thermal decoupling, flows, or other effects that can cause the inferred ion temperatures to deviate from the true underlying thermal temperature and the yield ratio to deviate from the expected value. Direct inference of the impact of these effects on observed temperatures and yields can be difficult to uncover due to the underlying dependence on the shape and time evolution of the temperature and density profiles of the fusing plasma. Due to differences in the temperature dependence of the reactivities, different fusion products are emitted from different regions and times within the implosion. In order to properly account for this, a second-order analytical expression relating the apparent temperatures and yield ratios is developed. This expression can be coupled to models of yield and/or temperature altering effects to infer their burn-averaged impact on an implosion. The second-order expression shows significant improvement over lower-order expressions in synthetic data studies. Demonstrations of its applications to synthetic data coupled with models of ion thermal decoupling and radial flows are presented. In the case of thermal decoupling, both first and second-order expressions show reasonable levels of accuracy. To consistently infer the amplitude of radial flow with a <10% error, the second-order equation is required.
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I. MOTIVATION
The goal of an inertial confinement fusion (ICF) experiment is to couple laser energy to a dense fuel-layer. As this shell converges its kinetic energy, it is coupled to the central hot spot’s thermal energy. The density and temperature of the hot spot increase, and fusion burn is initiated.1 During the period of nuclear emission, there are significant temporal and spatial variations in the hot spot temperature and density profiles. These temporal and spatial profiles dictate the location and time of nuclear emission. Because the reactivities of individual fusion reactions often have different temperature dependencies,2 burn-averaged nuclear observables from different reactions, like ion temperatures, are weighted to different locations and times. Throughout this paper, this spatial and temporal weighting will be referred to as profile effects. In Fig. 1, this effect is shown for an iso- baric heat conduction-limited model of a DT3He-filled implosion. This model will be discussed later in this paper. In this example, all species have identical density and temperature profiles, but it is clear that the DT, DD, and D3He fusion reactions have different spatial weighting due to differences in the shape of their reactivity vs temperature curve. This also results in the different reactions producing different time histories, as can be seen in Fig. 2. The majority of current work using burn-averaged nuclear observables makes comparisons without taking into account the effect of these differences in the emission location and time3–6 or uses profiles taken from hydrodynamic models or simulations.7,8 As will be shown in this paper, neglecting temperature profile effects can result in large errors when inferring...
other burn-averaged properties from the measured yields and temperatures. For example, greater than 100% error in inferred radial flow velocity is observed when using a uniform model. To improve this state of affairs, a higher-order relation accounting for temperature variation is necessary.

In Secs. II A–II D, an analytical expression relating measured ion temperatures and yield ratios, accurate to second order in temperature variation, is developed. Density variations will not be accounted for as all nuclear fusion reactions have an identical density dependence. In the case where different species have independent density profiles, this relation would not be applicable. Beyond this limitation, the relation has wide applicability to most multi-species implosion types and even non-ICF fusion plasmas. The model is developed by first expanding the definition of the nuclear fusion yield as a function of temperature. Then, the definition of burn-averaged temperature is expanded.

Finally, these two equations are combined to develop a second-order expression relating the measured yield ratio and burn-averaged ion temperatures. This second-order expression can be used to check measurements for consistency, or it can be coupled with additional models to make inferences of other physically important parameters. Sections III A–III C show synthetic data studies that serve to validate the expression and show examples of its application to inferring radial flows and ion thermal decoupling.

II. DERIVATION OF A SECOND-ORDER YIELD-TEMPERATURE RELATION

A. Introduction to important terms

Temperatures inferred from the second moment of fusion product energy spectra will be referred to as spectral temperatures. Measured burn-averaged temperatures are, therefore, \( T_{\text{avg}} \), where the subscripts indicate the two reacting species and \( \langle \rangle \) indicate averaging over the associated fusion burn, both spatially and temporally. The correct temperature to evaluate the fusion reaction’s local reactivity can be different from the spectral value and will be referred to as \( T_{\text{reac}} \).

It is assumed that there exists a relationship between these two temperatures, which is determined by a model parameter, S, and a “background” temperature, \( T_b \). S could be any fit parameter within the model relating \( T_{\text{avg}} \) and \( T_{\text{reac}} \) and is meant to represent a degree of freedom, such as the presence of radial flows or thermal disequilibrium, to name two possibilities. Examples of how to leverage this degree of freedom to infer information about the plasma are included in Sec. III. The physical meaning of the background temperature is unimportant as it will be eliminated from the expressions shortly. The exact form of this relation will be dependent on the specific physics model(s) included. To maintain generality, these will be written as

\[
T_{\text{reac}} = T_{\text{reac}}(S, T), \\
T_{\text{avg}} = T_{\text{avg}}(S, T),
\]

where parentheses, (), denote the functional dependence. If there are no effects altering the spectral temperature or reactivity from the thermal value, \( T_{\text{reac}} = T_{\text{avg}} \) and the model parameter S is not necessary. These relations are applied to the reactions of two like species and two unlike species, for example, DT and DD fusion in a DT-filled implosion or D\(^3\)He and DD in a D\(^3\)He-filled implosion. Assuming that the relations can be inverted, \( T_b \) is eliminated from the different equations and all the relevant temperatures can be written in terms of \( T_{\text{reac}} \),

\[
T_{112} = T_{112}(S, T_{111}), \\
T_{111} = T_{111}(S, T_{111}), \\
T_{112} = T_{112}(S, T_{111}).
\]

It is important to keep in mind that these relations are given by an imposed model, which is why they can be reparameterized in terms of whatever variables are most useful. In this case, choosing to expand about the measured \( \langle T_{111} \rangle \) results in necessary cancelations further down the line.

The eventual goal is to relate the measured yields and temperatures. To do this, the ratio of the reactivities of the two reactions being analyzed is expanded. The expanded form will be inserted into the definitions for yield and burn-averaged temperature. To properly expand about \( \langle T_{111} \rangle \), derivatives need to be taken with respect to \( T_{111} \). The reactivity ratio, R, is expressed as
shown in Fig. 3. For this plot, it is assumed that the extra factor of $T_{\text{ii}}$ in the definition of burn-averaged temperature, $\langle T_{\text{ii}} \rangle$, another expansion including this factor is needed. The necessary function ($P$) is constructed as $R$ times the ratio of the spectral temperatures,

$$P(T_{\text{ii}}) = R(T_{\text{ii}}) \frac{T_{\text{ii}}}{T_{\text{ii}}}.$$  

In the case where $T_{\text{ii}}$ and $T_{\text{ii}}$ are determined entirely by the thermal temperature, $P = R$. Otherwise, $P$ is used to account for differences in the spectral temperatures. $P$ will be used to make a first-order estimate of the plasma ion temperature variance, as will be seen in Sec. II C. For this reason, $P$ is expanded to only first order,

$$P \approx P_0 + (P'_0 |_{T_{\text{ii}} = \langle T_{\text{ii}} \rangle}).$$

where

$$P_0 = P_0 |_{T_{\text{ii}} = \langle T_{\text{ii}} \rangle}, \quad P'_0 = \frac{\delta P}{\delta T_{\text{ii}}} |_{T_{\text{ii}} = \langle T_{\text{ii}} \rangle}.$$  

B. Expansion of the yield expression

Starting from the integral expression for the fusion yield of the two unlike reactants, $R$ is inserted and then the expansion from Eq. (1) is used to produce an approximate expression for the yield ratio. In Secs. II C and II D, explicit temperature dependencies will be dropped for clarity. It is assumed that the two species have identical density profiles in space and time up to a constant. If this is not the case, the following relations would not hold and a more complex model allowing for species fraction variation would be necessary. The constant fraction of species $i$ within the fuel is taken to be $f_i$,

$$Y_{12} = \int n_i n_2 \langle \sigma v_{12} \rangle dVdt$$

$$= \int f_i f_2 \int n^2 \langle \sigma v_{12} \rangle dVdt$$

$$= \int f_i f_2 \int n^2 \langle \sigma v_{12} \rangle R dVdt$$

$$\approx \int f_i f_2 \int n^2 \langle \sigma v_{12} \rangle \left[R_0 + R'_0 |_{T_{\text{ii}} = \langle T_{\text{ii}} \rangle}\right]$$

$$+ \frac{1}{2} R''_0 |_{T_{\text{ii}} = \langle T_{\text{ii}} \rangle}^2 dVdt.$$

Looking at this integral term by term and using the definitions $Y_{11} = \frac{f_i^2}{2} \int n^2 \langle \sigma v_{11} \rangle dVdt$ and $\langle T_{\text{ii}} \rangle = \frac{f_i^2}{2} \int n^2 \langle \sigma v_{11} \rangle T_{\text{ii}} dVdt$,

$$f_i f_2 \int n^2 \langle \sigma v_{11} \rangle R dVdt = 2 \frac{f_i^2}{f_1} R_0 Y_{11},$$

$$f_i f_2 \int n^2 \langle \sigma v_{11} \rangle R'_0 |_{T_{\text{ii}} = \langle T_{\text{ii}} \rangle} dVdt$$

$$= 2 \frac{f_i^2}{f_1} R'_0 Y_{11} |_{T_{\text{ii}} = \langle T_{\text{ii}} \rangle} = 0,$$

$$f_i f_2 \int n^2 \langle \sigma v_{11} \rangle \frac{1}{2} R''_0 |_{T_{\text{ii}} = \langle T_{\text{ii}} \rangle}^2 dVdt$$

$$= \frac{f_i^2}{f_1} R''_0 Y_{11} \left[\langle T_{\text{ii}}^2 \rangle - \langle T_{\text{ii}} \rangle^2\right].$$

FIG. 3. (a) Plot of the reactivity ratios vs ion temperature for DT and D3He plasmas. (b) Plot of the first and second derivatives of the reactivity ratios, normalized to the value of the ratio at that temperature.
Defining the spectral temperature variance, $\sigma_{T1}^2$, of the reaction of species 1 with itself as $(T_{11}^2) - \langle T_{11}\rangle^2$, the expression is simplified to

$$Y_{12} \approx \frac{f_2}{f_1} Y_{11} \left[ R_0 + \frac{1}{2} R_0^2 \sigma_{T1}^2 \right].$$

The yield ratio can be written as

$$\frac{Y_{12}}{Y_{11}} \approx \frac{f_2}{f_1} R_0 + \frac{1}{2} R_0^2 \sigma_{T1}^2. \quad (3)$$

This expression for the yield ratio should be correct to second order in both temporal and spatial temperature variations. The largest issue with this expression alone is that $\sigma_{T1}^2$ is unknown. It could potentially be estimated from simulations, but this is not ideal. In order to eliminate $\sigma_{T1}^2$ from this expression, another equation relating it to the measured yield ratio and temperatures is necessary. To develop this, the definition of $(T_{11})$ is chosen as the starting point.

C. Expansion of the burn-averaged ion temperature expression

The next expression relating $\sigma_{T1}^2$ to the measured temperatures and yield ratio is derived by starting from the definition of $(T_{11})$. This time the expansion of $P$ from Eq. (2) will be inserted,

$$\langle T_{11}\rangle = \frac{f_2}{f_1} \int n^2 (\sigma v_{11}) T_{11} dV dt = \frac{f_2}{f_1} \int n^2 (\sigma v_{11}) T_{11} P dV dt = \frac{f_2}{f_1} \int n^2 (\sigma v_{11}) T_{11} [P_o + P_o [T_{11} - \langle T_{11}\rangle]] dV dt.$$

Looking at the two terms in the integral separately,

$$\frac{f_2}{f_1} \int n^2 (\sigma v_{11}) T_{11} P_o dV dt = \frac{f_2}{f_1} \int n^2 (\sigma v_{11}) T_{11} P_o [T_{11} - \langle T_{11}\rangle] dV dt = \frac{f_2}{f_1} \int n^2 (\sigma v_{11}) T_{11} P_o \sigma_{T1}^2.$$

Substituting these back in, it is found that

$$\langle T_{11}\rangle \approx \frac{f_2}{f_1} \int Y_{11} \frac{1}{2} [P_o (T_{11}) + P_o \sigma_{T1}^2].$$

The yield ratio can then be solved for

$$\frac{Y_{12}}{Y_{11}} \approx \frac{f_2}{f_1} \int \frac{1}{2} [P_o (T_{11}) + P_o \sigma_{T1}^2]. \quad (4)$$

This is a first-order yield temperature relation that also depends on $\sigma_{T1}^2$. In Sec. II D, Eqs. (3) and (4) will be combined to develop the final second-order yield temperature relation.

D. The final second-order yield-temperature expression

At this point, independent second-order and first-order expressions for the yield ratio have been developed, both of which depend on $\sigma_{T1}^2$. The value of $\sigma_{T1}^2$ will be approximated at first order and then inserted into Eq. (3) to achieve the final second-order expression. To approximate the value of $\sigma_{T1}^2$ at first order, the second-order yield ratio expression, Eq. (3), can be truncated at first order and set equal to the first-order temperature based on Eq. (4),

$$Y_{12} \approx \frac{1}{(T_{11})} [P_o (T_{11}) + P_o \sigma_{T1}^2], \quad \sigma_{T1}^2 \approx \frac{R_o (T_{11}) - P_o (T_{11})}{P_o}. \quad (5)$$

In combination with the second-order yield ratio equation, Eq. (3), this completes a second-order analytical expression relating the yield ratio and measured temperatures. This is written explicitly as

$$\frac{Y_{12}}{Y_{11}} \approx \frac{f_2}{f_1} \int \frac{1}{2} R_0^2 R_o (T_{11}) - P_o (T_{11})}{P_o}. \quad (6)$$

Although $\sigma_{T1}^2$ is estimated at first order, it is multiplied by $R_0^2$ in the final expression, which maintains the entire expression as second order. With this general formulation, the model parameter, $S$, can be iterated to find the value that best matches the measured yield ratio. The exact choice of $S$ and the relations between the different temperatures will depend on the specific model chosen. The inferred value will be accurate to second order in both temporal and spatial temperature variations. As subsequently shown, this expression is valid for temperatures sufficiently far from inflection points in the reactivity ratio and, as previously stated, requires that both species have similar density profiles. Examples demonstrating how to formulate the different components are shown in Secs. III A–III C.

III. SYNTHETIC DATA TESTS OF THE SECOND-ORDER YIELD-TEMPERATURE EXPRESSION

A. Accuracy accounting for temperature profile effects only

As a first test of this second-order expression, (6), it can be applied to synthetic ICF data where the only effect is profile weighting. To produce these synthetic data, an adiabatic, isobaric, and thin-shell compression model is used. In this model, the radial trajectory is fixed entirely by the initial pressure, radius, and implosion velocity. The equation governing the trajectory of a thin shell is

$$M_{shell} \frac{d^2 r}{dt^2} = 4 \pi r^2 P,$$

where $r$ is the shell position, $M_{shell}$ is the shell mass, and $P$ is the central pressure. The pressure evolution as a function of shell radius is fixed for an ideal gas by the adiabatic compression assumption to be

$$P \propto V^{-5/3} \propto r^{-5}.$$

Combining these two expressions, the final radial trajectory can be solved for. Imposing initial conditions for pressure ($P_0$), radius ($r_0$), and shell velocity ($v_{iso}$), the shell trajectory is

$$r(t) = \left[ r_0^2 + \frac{4 \pi P_0 r_0^2}{M_{shell}} \right]^{1/2} + 2 r_0 v_{iso} t.$$ 

The initial conditions were tuned to give physically relevant yields and ion temperatures, and then the initial implosion velocity was incrementally increased in order to vary the synthetic ion temperatures.
This model imposes temporal variation, but spatial variation is also necessary to properly test the second-order expression. The analytical isobaric heat conduction-limited profiles of Betti et al.\textsuperscript{10} were used to impose spatial temperature and density profiles. Examples of the temperature radial profile and time history are shown in Figs. 1 and 2. Reactivities were evaluated using the interpolation formulas of Bosch and Hale.\textsuperscript{2} Using this model, synthetic yields and spectral temperatures were computed. Based on the synthetic temperatures, the expected yield ratio is computed using Eq. (6) and compared with the correct synthetic value.

In the case of synthetic data, which only include temperature profile weighting, $T_{s11}$ is sufficient to fully define the model and no additional fit parameter (S) is included,

$$
T_{s12} = T_{s11},
T_{s11} = T_{s11},
T_{s12} = T_{s11},
R = P = \frac{\langle \sigma v_{12} \rangle}{\langle \sigma v_{11} \rangle}.
$$

Together, Eqs. (6) and (7) constitute the second-order model. To check the accuracy, the yield ratio as estimated from the second-order model can be compared with the known yield ratio from the synthetic implosion data. Figure 4 shows the error in the inferred yield ratio from the analytical second-order expression plotted vs the synthetic burn-averaged DD ion temperature. This is done for both 50:50 DT, Fig. 4(a), and 70:30 D\text\textsuperscript{3}He fills, Fig. 4(b). For comparison, the results of applying a 0th-order uniform model are also shown.

For the DT case, the second-order model consistently achieves yield ratio errors <10%, which is similar to the typical neutron time-of-flight measurement uncertainties for yields and ion temperatures at the national ignition facility.\textsuperscript{11} When the ion temperature is less than 10 keV, the second-order expression shows significant improvement in the accuracy of the inferred yield ratio when compared to uniform. Above 10 keV, there is little to no improvement. This is because the ratio of the DT to DD reactivity has an inflection point at $\approx$12 keV where the first derivative goes to 0. Not only does this make the higher-order correction negligible in comparison to the uniform model, but also it causes a reversal in the ordering of terms such that the second-order term can become dominant in comparison to the first. As a result, the first-order estimate of $\sigma_{DD}^2$ is no longer valid. This can be seen in Fig. 5 where the error in the inferred $\sigma_{DD}^2$, as computed using Eq. (5), is large in the region of this inflection point. This error does not propagate into the estimated yield ratio as the variance is multiplied by $R^0$, which is 100 times smaller than the 0th-order term in this region. The ratio of D\text\textsuperscript{3}He to DD reactivity is continually varying throughout the temperature range tested, which is apparent in Fig. 4(b), where the second-order expression consistently provides an

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.png}
\caption{(a) Plot of the error in the inferred yield ratio for synthetic DT data vs the synthetic burn-averaged DD ion temperature. (b) Plot of the error in the inferred yield ratio for synthetic D\text\textsuperscript{3}He data vs the synthetic burn-averaged DD ion temperature. Blue squares are the uniform zeroth-order model, and red circles are the second-order model. Some of the blue squares have been offset to avoid the overlap.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5.png}
\caption{Error in the inferred DD temperature variance for synthetic DT data (filled points) and D\text\textsuperscript{3}He data (open points).}
\end{figure}
order of magnitude accuracy improvement. This is also seen in Fig. 5 where the error in the inferred $\sigma_{DD}$ remains low for all the explored temperatures. This exercise serves to verify the accuracy of the second-order expression and demonstrates clear improvement over the uniform model in a temperature range sufficiently far from inflection points in the reactivity ratio. If experimentally measured ion temperatures and yield ratios from an implosion are not consistent with this relation, it would indicate that some effect is impacting the measured ion temperatures or effective reactivities. In Secs. III B and III C, applications of this model to two such effects, radial flows and thermal decoupling, are illustrated.

B. Inference of radial flows

The spectral and reactivity temperatures including the impact of flow broadening can be approximated as 

$$T_{s11} = T + 2m_1S,$$

$$T_{s12} = T + (m_1 + m_2)S,$$

$$T_{s11} = T,$$

$$T_{s12} = T,$$

where the product masses have been approximated as the reactant masses for simplicity and the model parameter $S$ is taken to be the variance of the flow along the line of sight that the spectral measurement is made,

$$S = \langle v_{LOS}^2 \rangle - \langle v_{LOS} \rangle^2,$$

$$v_{LOS} = \vec{v} \cdot r_{LOS}.$$

Here, $v_{LOS}$ is the radial vector pointing from the implosion to the detector location and $\langle \rangle$ indicate averaging over the nuclear emission. If the flow variance is assumed to be caused entirely by uniform radial motion, the variance can be related to the radial flow velocity by geometry as

$$S = \frac{1}{3} v_r^2,$$

where $v_r$ is the radial velocity. The temperature relations are reparameterized in terms of $T_{s11}$, giving

$$T_{s12} = T_{s11} + m_2S,$$

$$T_{s11} = T_{s11} - 2m_1S,$$

$$T_{s12} = T_{s11} - 2m_1S.$$

R and $P$ can then be written as

$$R = \frac{(\sigma v_{12})(T_{s11} - 2m_1S)}{(\sigma v_{11})(T_{s11} - 2m_1S)} \left[ 1 + \frac{m_2S}{T_{s11}} \right],$$

$$P = \frac{(\sigma v_{12})(T_{s11} - 2m_1S)}{(\sigma v_{11})(T_{s11} - 2m_1S)} \left[ 1 + \frac{m_2S}{T_{s11}} \right].$$

These equations, (8) and (9), combined with the second-order yield ratio equation, (6), complete a model that can be used to infer the flow variance along a given line of sight, which can, in turn, be used to infer the average radial flow velocity. This model can be tested by applying it to synthetic data for which the true burn-averaged flow velocity is known. To do this, the same adiabatic isobaric model with heat conduction-limited profiles is used, but instead of varying the initial conditions, the effective velocity was artificially enhanced when computing the fusion product spectra.

The results of applying the second, first, and zeroth analytical models to the synthetic data are shown in Fig. 6, which shows the error in the inferred velocity vs the true burn-averaged value. The thermal burn-averaged ion temperature, neglecting flows, was $\sim3$ keV in this analysis. This test shows that the second-order model is the most accurate and consistent with errors near or below 10% for all DT data. The first-order and second-order models have more variance in the error and higher, many times unacceptable, error. For both DT and D$^3$He synthetic data, the error decreases as the imposed flow velocity increases because a larger flow component is more easily distinguished from the background temperature and profile effects. This indicates

![FIG. 6.](a) DT and (b) D$^3$He data vs the synthetic burn-averaged DD flow velocity. Blue data points are the uniform zeroth-order model, purple the first-order model, and red the second-order model. Some blue and purple data points have been offset to avoid the overlap.)
that accurate and consistent inference of the flow variance in a true experiment will require the use of a second-order, or higher, model accounting for temperature profiles.

C. Inference of thermal disequilibrium

Thermal decoupling, in which two ion species have different temperatures, can possibly occur in plasmas that are low density and high temperature, for which the timescale for ion–ion thermal equilibration is long compared to the dynamic timescale of the system. An example of this is the shock convergence phase of ICF implosions. For real experiments in this plasma regime, there will likely be other effects like species separation and reactivity reduction due to loss of high energy ions. These effects could be accounted for with a more complex model but, for simplicity, will be neglected here. For reactions between two ion populations with different temperatures, $T_1$ and $T_2$, the effective spectral and reactivity temperature can be written as \[ T_{s11} = T_1, \]
\[ T_{s12} = \frac{m_1 T_1 + m_2 T_2}{m_1 + m_2}, \]
\[ T_{s11} = T_1, \]
\[ T_{s12} = \frac{m_2 T_1 + m_1 T_2}{m_1 + m_2}, \]
where $T_1$ and $T_2$ are the individual species temperatures. For this model of thermal decoupling, the parameter $S$ is taken to be the ratio of these two temperatures, $S = \frac{T_2}{T_1}$. Then,
\[ T_{s12} = \frac{m_2 + m_S}{m_1 + m_2} T_{s11} = AT_{s11}, \]
\[ T_{s11} = T_1, \]
\[ T_{s12} = \frac{m_2 + m_S}{m_1 + m_2} T_{s11} = BT_{s11}. \]
R and P can be written as
\[ R = \frac{\langle \sigma v_{12} \rangle B T_{s11}}{\langle \sigma v_{11} \rangle (T_{s11})}, \]
\[ P = \frac{\langle \sigma v_{12} \rangle B T_{s11}}{\langle \sigma v_{11} \rangle (T_{s11})} A. \]

Equations (10) and (11) for $R$ and $P$, together with the second-order yield ratio equation, (6), form a model for thermal decoupling while taking into account the effect of temperature profile weighting. To test this model, it was applied to synthetic data produced using the same isobaric, adiabatic model with heat conduction-limited density and temperature profiles. In addition, an artificial temperature ratio between the two ion species was applied. To impose spatial and temporal variation, the temperature ratio was taken to have a maximum value given by the mass ratio and vary directly proportional to the absolute temperature in space and time.

The resulting burn-averaged temperature ratios are $\sim 1.3$ for this synthetic dataset. The initial implosion velocity was adjusted to vary the burn-averaged temperature. Figure 7 shows the error in the inferred temperature ratio plotted vs the burn-averaged DDn temperature. For the DT test case, it is seen that up to 7 keV, the first- and second-order models show incremental improvements when compared to the uniform model. The $D^3He$ test case shows more substantial improvements as the reactivity ratio is steeper as a function of temperature, making the higher-order corrections larger. This is apparent from Fig. 7(b) where there is substantial improvement in the inferred ion temperature ratio when going from uniform to higher-order models. Altogether, this demonstrates that the second-order model works well for making inferences of the level of thermal decoupling.

IV. CONCLUSIONS

The second-order yield-temperature relation developed and validated in this paper shows significant improvement over both uniform and first-order models within its region of validity. This formalism...
will allow modeling of apparent temperature and/or yield altering effects without the need to either neglect profiles or assume specific profiles. The model is shown to be valid for temperatures that are sufficiently far from inflection points in the reactivity ratio. It was specifically validated for DT-filled implosions with temperatures in the range of 1–7 keV and D²He-filled implosions with temperatures in the range of 1–20 keV. The exact dynamics and type of implosion are not important as long as both species have similar density profiles. Situations where the two species have independent spatial profiles would require more complex modeling. While this work focused on implosions, the derived model could be applied to a variety of plasmas as long as they are within the given temperature ranges. The expression can be used to improve the analysis of previous datasets and should be used when applicable for future data analysis. Previous results, which used discrepant yield ratios as evidence for species separation, should be revisited. Also, experiments using a uniform model to infer reactivities of fusion reactions may need revision. In many experiments, this may not be possible as two temperatures are not always measured and the fusion reactions may need revision. In many experiments, this may not be possible as two temperatures are not always measured and the importance of the correction will depend on the exact reactions being probed. Going forward, the model can be used for inferring the flow variance in ignition relevant DT-filled implosions at Omega and the NIF. This residual kinetic energy has been shown to correlate with implosion performance, making it an important parameter to accurately quantify in experiments.  
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