Evidence of non-Maxwellian ion velocity distributions in spherical shock-driven implosions
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The ion velocity distribution functions of thermonuclear plasmas generated by spherical laser direct drive implosions are studied using deuterium-tritium (DT) and deuterium-deuterium (DD) fusion neutron energy spectrum measurements. A hydrodynamic Maxwellian plasma model accurately describes measurements made from lower temperature (< 10 keV), hydrodynamiclike plasmas, but is insufficient to describe measurements made from higher temperature more kineticlike plasmas. The high temperature measurements are more consistent with Vlasov-Fokker-Planck (VFP) simulation results which predict the presence of a bimodal plasma ion velocity distribution near peak neutron production. These measurements provide direct experimental evidence of non-Maxwellian ion velocity distributions in spherical shock driven implosions and provide useful data for benchmarking kinetic VFP simulations.
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I. INTRODUCTION

The high energy density (HED) [1] plasmas generated by laser driven inertial confinement fusion (ICF) implosions [2] are used to study basic science relevant to many areas of research including nuclear physics [3], material science [4], and inertial confinement fusion [5]. For these plasmas to be used in controlled scientific studies, the plasma conditions (i.e., temperature, density, and velocity) must be well characterized in each experiment.

Neutron spectroscopy is the most widely used technique to measure the plasma ion temperature when the plasma contains deuterium or a deuterium-tritium (DT) mixture [6–8]. This technique relies on the fact that when plasmas reach sufficiently high ion temperatures ($T_i > 1$ keV) and densities ($\rho \sim 1$ g/cm$^3$), thermonuclear fusion reactions will occur which, in the case of the deuterium-deuterium (DD) and DT reactions, generates neutrons. Calculations have shown [9–12] that the shape of the neutron energy spectrum emitted from a stationary single temperature Maxwellian plasma is a unique function of the plasma ion temperature. In particular, the neutron energy spectrum is normally distributed with a mean given by $\langle E\rangle = E_0 + \Delta E_{th}(T_i)$ and a variance given by $\sigma^2 = \omega_0^2[1 + \delta_0(T_i)]^2T_i/5.54$. Here $E_0$ is the zero-temperature fusion product kinetic energy (14.028 MeV for DT and 2.499 MeV for DD), $\Delta E_{th}$ is the Gamow energy shift [13], $\omega_0$ is a constant, and $\delta_0$ is a width correction term [10]. The expression for both $\Delta E_{th}$ and $\delta_0$ are purely functions of the plasma ion temperature and are given by

$$\alpha_1 T_i^{2/3}(1 + \alpha_2 T_i^{\alpha_3})^{-1} + \alpha_4 T_i,$$

where $\alpha_i$ are a set of constants which are defined for $\Delta E_{th}$ and $\delta_0$ separately [10].

Neutron energy spectrum measurements are made during ICF experiments using neutron time of flight (nTOF) [6] or magnetic recoil spectrometers [14]. The plasma ion temperature is traditionally inferred by fitting the measured neutron energy spectrum using the single temperature Maxwellian model (i.e., a normal distribution with a mean and variance) [8]. The measured variance is then converted into a plasma ion temperature using the expression described above. For Maxwellian plasmas with temperature gradients in space and time, this fitting procedure gives the mean, or burn averaged, plasma ion temperature of the experiment [12].

In this work it is shown experimentally that the neutron energy spectrum provides unique insights into the plasma ion velocity distribution. Measurements of the first and second moments of the primary DT and DD neutron energy spectrum from plasmas with DT apparent ion temperatures between 3 and 17 keV are presented. A hydrodynamic Maxwellian plasma model accurately describes measurements made from lower temperature (< 10 keV) plasmas but is insufficient to describe measurements made from higher temperature plasmas. We use a newly developed theoretical model [15] to show that the neutron energy spectrum measurements from the high temperature plasmas can only be produced by non-Maxwellian ion velocity distributions. These measurements therefore provide direct evidence of a non-Maxwellian ion velocity distribution in these high temperature spherical shock driven implosions.

Furthermore, the high temperature measurements are shown to be more consistent with a bimodal ion velocity distribution than a Maxwellian distribution at peak neutron production using Vlasov-Fokker-Planck (VFP) simulations.
and 0-D modeling. This bimodal ion velocity distribution is shown to originate from diffusion of the shock front in these higher temperature more kineticlike implosions. Our work provides a new methodology for directly benchmarking the ion velocity distribution functions calculated in VFP simulations. Previous benchmarking of VFP simulations [19,20] has relied on comparisons of bulk quantities, such as the fusion yield or burn weighted ion temperature, which alone do not possess the unique sensitivity to the ion velocity distribution shape that the neutron spectral moments measurements presented in this work contain.

II. EXPERIMENTAL RESULTS

Thermonuclear DT plasmas were generated by irradiating spherical targets filled with a DT gas with the OMEGA 60 laser [21] in a spherical direct drive configuration. Three experimental designs were used to achieve the large range of plasma ion temperatures used in this work. A summary of the nominal target design, laser pulse, and canonical plasma conditions achieved by these designs are shown in Table I. Minor variations in the laser and target designs were used to generate a variety of plasma conditions.

The primary DT and DD neutron energy spectra were measured using a suite of nTOF detectors fielded along quasiorthogonal lines of sight (LOS) at the OMEGA 60 laser [22,23]. A normally distributed neutron energy spectrum model was forward fit to each of the measured nTOF signals and the mean and variance were recorded [8]. The ion temperature was inferred from the variance measured along each LOS using the expression described above and is referred to as an “apparent” or “spectrum” ion temperature ($T_s$) [18,24]. The Gamow energy shift was inferred from the set of mean energy measurements made along each LOS [25,26].

A. Ion Temperature

The minimum DD and DT spectrum ion temperature for each experiment are shown in Fig. 1(a). These measurements reveal that the DD and DT spectrum inferred temperature are nearly identical for the low temperature ($T_s, DT < 10$ keV) experiments but diverge for the higher temperature more kineticlike experiments. This trend has been observed in previous work [18] which found that the deuterium and tritium ions do not have sufficient time to equilibrate to a common temperature in these high temperature shock driven implosions. Table I indeed shows that the equilibration time $\tau_{ii}$ is several times the duration of the neutron production time $\tau$ for the higher temperature experiments.

![FIG. 1. Summary of the neutron energy spectrum inferred quantities. The experimental data (green triangles), iFP-Kinetic spectrum (red), and iFP-Maxwellian spectrum (gray) results are shown. The iFP results from design B are shown as a cross, design C-R as a square, and design C as a diamond. The expectation for a single temperature 0-D Maxwellian plasma in equilibrium is shown as the solid blue line. The fully thermally decoupled 0-D Maxwellian plasma spectral temperature prediction is shown as the solid black line in (a). The 0-D Maxwellian plasma model serves as an upper bound for the Gamow shift in a Maxwellian plasma, and so the shaded regions in (b) and (c) represent the region accessible by a Maxwellian plasma.](https://example.com/figure1.png)
To understand how thermal decoupling of the deuterium and tritium populations can generate the observed trend in Fig. 1(a), we note that the DD spectral temperature can be described as $T_{s,DD}(R) = T_{s,DT}(1 + \alpha)/(1 + \alpha R)$, where $\alpha = m_T/m_D$ and $R = T_T/T_D$ [18,27]. Here $T_D$ and $T_T$ are the deuterium and tritium ion temperatures, respectively. Note this expression does not account for reactivity or spatial profile effects and the plasma is assumed to have a Maxwellian ion velocity distribution function. In the case of a fully equilibrated plasma $R = 1$, and so $T_{s,DD} = T_{s,DT}$. The $T_{s,DD}(R = 1)$ relationship is shown in Fig. 1(a) as the solid blue line and is sufficient to explain the low temperature ($T_{s,DT} < 10$ keV) measurements. In the case when the plasma has been heated by a strong shock and the ions do not have sufficient time to equilibrate, $R = m_T/m_D = 3/2$ [18,28,29]. The $T_{s,DD}(R = 3/2)$ relationship is shown in Fig. 1(a) as the solid black line. We see that the higher temperature plasma experiments indeed approach the fully thermally decoupled limit at the highest of temperatures, indicating that thermal decoupling is a plausible explanation for this observed trend.

Although thermal decoupling appears to explain the ion temperature measurements in Fig. 1(a), and indeed is likely a contributing factor, the ion temperature measurements alone do not uniquely rule out other potential hypotheses which could explain these measurements. For example, residual motion of the plasma can result in $T_{s,DT} > T_{s,DD}$ [30,31] in a way similar to the trend observed in Fig. 1(a). Additionally, as shown in Table I, the ion mean free path in the high temperature experiments is several times the size of the final fusion plasma which suggests that additional kinetic processes could be occurring in the plasma. For example, Knudsen tail depletion [32] is a process by which high energy ions escape the plasma without interacting, resulting in a tail depleted ion velocity distribution function. The inability of the ion temperature alone to rule out residual flow effects or the presence of a non-Maxwellian ion velocity distribution therefore motivates making additional measurements to better constrain the system.

B. Gamow Shift

Recent theoretical work [15] has shown that measurements of both the Gamow energy shift and the spectrum ion temperature can be used to determine the presence of a non-Maxwellian ion velocity distribution. It was shown that any Maxwellian plasma will result in measured pairs of $(\Delta E_{th,i}, T_{s,i})$ which lay in a region of phase space below that predicted by a 0-D Maxwellian plasma model curve. The 0-D Maxwellian model assumes the plasma is in local thermodynamic equilibrium ($T_D = T_T$), has no residual motion, and has no spatial gradients. When the Maxwellian plasma has spatial gradients or residual fluid motion, the measured pair $(\Delta E_{th,i}, T_{s,i})$ will always reside below the 0-D Maxwellian curve. Therefore, simultaneous measurements of both the Gamow energy shift and spectrum temperature provide a unique measurement to test for the presence of a non-Maxwellian ion velocity distribution in a plasma.

The measured Gamow energy shift is shown as a function of the minimum spectrum ion temperature for the DD reaction in Fig. 1(b) and the DT reaction in Fig. 1(c). The 0-D Maxwellian plasma model is shown as the solid blue line while the shaded region represents the phase space accessible by a Maxwellian plasma. It should be noted that the shaded region in Fig. 1 simply illustrates the region accessible by a Maxwellian plasma. In ICF implosions the range of ion temperatures and plasma velocities in the fusing plasma are such that measurements will tend to lie in a region just below the 0-D Maxwellian model curve [33].

Figure 1(b) and 1(c) shows that both the DD and DT measurements lie on or just below the 0-D Maxwellian prediction for the low temperature ($T_{s,DT} < 10$ keV) experiments, indicating the measurements are consistent with a Maxwellian plasma. For the high temperature experiments, however, Fig. 1(b) shows that all the DD measurements lie above the 0-D Maxwellian model prediction, indicating the measurements are inconsistent with a Maxwellian plasma. For the high temperature DT measurements, a portion of the DT measurements lie above the 0-D Maxwellian line, indicating a non-Maxwellian plasma, while others fall in the shaded region accessible by a Maxwellian plasma.

The measurements which fall above the 0-D Maxwellian curve therefore provide unambiguous evidence for the presence of a non-Maxwellian ion velocity distribution in these plasmas. The variability observed in the high temperature DT measurements is hypothesized to be due to varying amounts of residual fluid motion being present in different experiments. As mentioned previously, residual plasma motion leads to inflated spectral ion temperature measurements as well as ion temperature asymmetries. The DT spectrum measurement is more sensitive to this effect than the DD measurement. The Gamow energy shift is not sensitive to fluid velocity effects. Therefore, if residual plasma motion results in a larger spectral ion temperature measurement but does not affect the Gamow energy shift, the measured data point will simply translate to the right in Fig. 1(c), moving the measurement farther into the Maxwellian regime. The amount of residual plasma motion depends on a variety of factors including target uniformity, target offset, laser power nonuniformity, and the stalk and glue used to field the target. These factors can change from shot to shot and result in various amounts of plasma motion being present at peak neutron production. The highest temperature DT measurements, which fall below the 0-D Maxwellian curve, showed anomalously high ion temperature asymmetries which is consistent with enhanced residual fluid motion in those plasmas.

III. VFP SIMULATIONS

The multi-ion Vlasov-Fokker-Planck (VFP) code iFP [34–37] was used to investigate the high temperature experiments which indicated the presence of a non-Maxwellian ion velocity distribution. iFP numerically solves the VFP equations that describe the dynamics of the ion velocity distribution of each ion species using a discrete velocity grid while the electrons are treated as a fluid. The ion velocity distribution functions are calculated assuming a spherically symmetric plasma with a cylindrically symmetric velocity distribution. iFP is capable of modeling various
FIG. 2. (a) The ion number density and (b) radial velocity from the iFP simulation of design C when the shell has reached half its initial radius. The triton (orange), deuteron (blue), and SiO$_2$ (green) species are shown in addition to the total number density (gray). The shock width, $\Delta_{\text{shock}}$, is shown by the dashed lines and is defined as the distance between the 10% and 90% of the leading edge. The ions in the leading edge of the shock are referred to as precursor ions.

nonhydrodynamic processes [29] such as thermal decoupling (i.e., $T_D \neq T_T$) [18] and ion diffusion [38].

iFP does not have a laser modeling capability and so the one-dimensional radiation hydrodynamic code LILAC was used to model the laser energy deposition into the target and the early stages of the implosion. Approximately halfway through the laser pulse, the iFP simulations were initiated using the hydrodynamic profiles from the LILAC simulation as initial conditions. The LILAC simulation results were used as a boundary condition at the edge of the iFP computational domain.

Simulations were performed for designs B and C. A third simulation was performed using design C, but with a reduced laser power (referred to as design C-R). By lowering the laser power, a weaker shock was generated in this simulation and produced a plasma at intermediate conditions between those generated by designs B and C. These sets of simulations spanned the region of plasma conditions achieved in the experiments where a transition was observed from Maxwellian to non-Maxwellian behavior.

The in-flight ion number density and velocity profiles from the iFP simulation of design C are shown in Fig. 2. The width of the shock front, $\Delta_{\text{shock}}$, is $\sim 41 \mu m$, which is substantially larger than that predicted from a classical hydrodynamic model [$\Delta_{\text{hydro}} \sim \lambda_{ii} \sim O(1 \mu m)$]. This broadening of the shock front has been observed previously [38,39] and is due to high temperature ions permeating ahead of the hydrodynamic shock front due to their increased mobility in the kinetic simulations. We refer to the ions which run ahead of the bulk of the shock front as precursor ions in this work. Furthermore, Fig. 2(b) shows that the concentration of deuterons in the precursor region is larger than the triton concentration. This arises from the fact that deuterons are hotter than the tritons in the precursor region of the shock front [38] and they are less massive than tritons, resulting in the deuteron thermal velocity ($v_{th} \propto \sqrt{T/m}$) being higher than the triton thermal velocity.

As the implosion proceeds, the precursor ions, which run ahead of the shock front, reach the implosion core much earlier than the ions in the bulk of the shock front. Just prior to peak neutron production, the precursor ions pass through the origin and begin to interact with the still imploding bulk population. Peak neutron production occurs shortly after the bulk ion population begins to converge at the origin, and so there exists a large counterstreaming ion population at peak neutron production. This asynchronous convergence of the shock front results in a highly non-Maxwellian ion velocity distribution being present at peak neutron production and is shown in Figs. 3(e) and 3(f). A lineout of the ion velocity distribution function at the radius of peak neutron production (dashed white line) is shown as a solid white line in each image. The color map and lineouts have been peak normalized for each plot and are both on a linear scale.

FIG. 3. The iFP deuteron (left column) and triton (right column) ion velocity distributions at peak neutron production for (a), (b) design B; (c), (d) design C-R; (e), (f) design C as a function of the radial velocity and target radius. A lineout of the ion velocity distribution function at the radius of peak neutron production (dashed white line) is shown as a solid white line in each image. The color map and lineouts have been peak normalized for each plot and are both on a linear scale.
[19] of shock driven D$^3$He implosions [40] using the code FPION [41,42] have also shown this bimodal ion velocity distribution.

Although similar kinetic modifications of the shock front were also observed in the simulation for design B, the ion velocity distribution at peak neutron production in this simulation was Maxwellian [see Figs. 3(a) and 3(b)]. This is a direct consequence of the lower ion temperature and higher density achieved in design B which results in a shorter ion mean free path as compared to design C (see Table I). The shorter ion mean free path enables the counterstreaming ion population to quickly thermalize with the bulk population in design B and results in a Maxwellian distribution at peak neutron production.

The results from the simulation of design C-R, which achieved a lower plasma ion temperature (and therefore shorter mean free path) as compared to design C, shows an intermediate condition where some thermalization of the counterstreaming population has occurred, but asymmetries still exist in the ion velocity distribution [see Figs. 3(c) and 3(d)].

**IV. KINETIC NEUTRON ENERGY SPECTRUM**

To connect these simulation results to the experimental data, the DD and DT neutron energy spectra were calculated for each iFP simulation using the full ion velocity distribution [43]. An additional set of neutron energy spectrum calculations were performed for each iFP simulation where, instead of using the full iFP ion velocity distribution function to calculate the neutron energy spectrum, a Maxwellian approximation (i.e., a Maxwellian with the same mean and variance as the full ion velocity distribution function) was used. By comparing the neutron spectrum calculated using the full ion velocity distribution function (iFP-Kinetic) to those calculated using the Maxwellian approximation of the full ion velocity distribution function (iFP-Maxwellian), the effect that the shape of the ion velocity distribution has on the neutron energy spectrum can be studied while preserving the same bulk properties of the full ion velocity distribution function. The neutron energy spectra calculated from the iFP simulations of designs B and C are shown in Fig. 4.

A fit using the same neutron energy spectrum model that was applied to the experimental data was applied to the iFP spectra to quantify the differences between the first and second moments of the iFP-Kinetic and iFP-Maxwellian neutron spectra. The neutron energy spectrum variances were used to infer the spectrum ion temperature using the same method as was applied to the experimental data, and the Gamow energy shift was inferred from the mean energy of the neutron spectrum. The iFP neutron spectrum values are compared to the experimental data in Fig. 1.

For design B, one expects there to be no difference between the iFP-Maxwellian and iFP-Kinetic neutron spectrum as the iFP ion velocity distribution was found to be Maxwellian (see Fig. 3). Figure 4 shows that indeed, the DD and DT neutron spectra are identical between the iFP-Maxwellian and iFP-Kinetic calculation for this design. Additionally, Fig. 1 shows that the Gamow energy shift and spectrum temperature for design B are identical and consistent with the 0-D Maxwellian plasma model as expected.

For designs C and C-R one expects a deviation between the iFP-Maxwellian and iFP-Kinetic neutron spectrum based on the non-Maxwellian ion velocity distribution observed in these simulations (see Fig. 3). Figure 4 shows that the iFP-Kinetic neutron energy spectra for design C are narrower than the iFP-Maxwellian spectra while the mean energy appears to be unchanged between the two spectra. As a result, the spectrum inferred ion temperature from the iFP-kinetic spectra are less than that from the iFP-Maxwellian spectra. This can be seen in Fig. 1 which shows that the iFP-Kinetic spectrum temperature is lower for the iFP-Maxwellian results. Furthermore, we see in Figs. 1(b) and 1(c) that the Gamow energy shift appears unchanged between the two calculations, but the spectrum temperatures are different. Consequently, the Gamow energy shift inferred from the iFP-Kinetic spectra for designs C and C-R fall outside of the region accessible by a Maxwellian plasma.

By comparing the iFP-Maxwellian and iFP-Kinetic results we can distinguish the effects of the non-Maxwellian ion velocity distribution on the neutron inferred values. In particular, the iFP-Maxwellian spectral temperature measurements in Fig. 1 show that a portion of the discrepancy between the DD and DT values is indeed due to thermal decoupling. The remaining discrepancy is only explained by the iFP-Kinetic values, which account for the non-Maxwellian ion velocity distribution effects.

When comparing the totality of measurements presented in Fig. 1 it is clear the iFP-Kinetic spectrum explains the measurements and a Maxwellian model is insufficient. Specifically, the high temperature iFP-Kinetic Gamow shift and spectral temperature measurements fall outside of the region accessible by a Maxwellian plasma which is also observed experimentally.

**V. CONCLUSIONS**

In summary, measurements of the DT and DD neutron energy spectrum emitted from DT plasmas generated by laser driven implosions were used to study the plasma ion
velocity distribution. Measurements from lower temperature, more hydrodynamic-like plasmas were found to agree with a Maxwellian model, while measurements from higher temperature, more kinetic-like plasmas did not. The neutron energy spectrum calculated from the Vlasov-Fokker-Planck simulations were found to agree with the high temperature DD measurements, while some discrepancies, hypothesized to be due to residual kinetic energy in the plasma, existed for the DT measurements. These VFP simulations revealed that ion kinetic effects near the shock front leads to an asynchronous shock convergence that results in a bimodal ion velocity distribution being present at peak neutron production in the high temperature experiments.

This work builds upon previous experimental [18,40,44,45] and simulation studies [19,20] of shock driven implosions. In particular we have used a unique property of the detailed shape of the neutron energy spectrum to provide evidence of a non-Maxwellian ion velocity distribution in our experiments. Previous work has relied on measurements of bulk quantities such as the fusion yield and spectral ion temperature which alone cannot uniquely identify the presence of non-Maxwellian ion velocity distributions as these measurements are sensitive to other physical processes potentially occurring in the experiment. By simultaneously measuring the spectral ion temperature and the Gamow energy shift, we provide unambiguous evidence for a non-Maxwellian ion velocity distribution in our experiments and provide a data set which can be used to benchmark future VFP calculations. Furthermore, the VFP simulations presented in this work were used to calculate the full shape of the neutron energy spectrum from the ion velocity distribution. This improves upon previous work which calculated spectral ion temperatures from VFP simulations using a mass weighted temperature, which will be unaffected by the subtleties of the full neutron spectrum shape.

Finally, measurements of the spectrum ion temperature and Gamow energy shift from burning plasma experiments at the National Ignition Facility (NIF) have observed similar trends as shown in Figs. 1(b) and 1(c) [33]. The NIF measurements indicate the presence of a non-Maxwellian ion velocity distribution in the burning plasmas, the source of which is not well understood. The detailed understanding developed in this work can help provide insights into the physical mechanisms effecting these burning plasmas.
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[13] $\Delta E_{th} = \gamma(K) + \beta(V^2)$, where $\gamma$ and $\beta$ are constants, $K$ and $V$ are the relative kinetic energy and center of mass velocity of the reactant ions, respectively. The average $\langle \rangle$ is taken over the ion velocity distribution weighted by the fusion cross section. See Ref. [10] for details.
[17] $\rho = (\rho R_{th})/R_{th}$ for design B and C where $(\rho R_{th})$ and $R_{th}$ are the measured hot spot areal density and radius respectively. $\rho =$
\( \rho_i (R_{\text{target}}/R_h)^3 \) for design A as the hot spot areal density was not measured. \( \rho_i \) is the initial gas mass density.


[28] This relationship is derived assuming a strong shock has heated the plasma such that the ion temperature of each species in the plasma is given by \( T_i \propto m_i/(1 + Z_i) \) \cite{29}.


