Cryogenic-target performance and implosion physics studies on OMEGA\textsuperscript{a)}
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Recent progress in direct-drive cryogenic implosions on the OMEGA Laser Facility [T. R. Boehly \textit{et al.}, Opt. Commun. 133, 495 (1997)] is reviewed. Ignition-relevant areal densities of \(\sim200 \text{ mg/cm}^2\) in cryogenic D\textsubscript{2} implosions with peak laser-drive intensities of \(\sim5 \times 10^{14} \text{ W/cm}^2\) were previously reported [T. C. Sangster \textit{et al.}, Phys. Rev. Lett. 100, 185006 (2008)]. The laser intensity is increased to \(\sim10^{15} \text{ W/cm}^2\) to demonstrate ignition-relevant implosion velocities of \(3-4 \times 10^7 \text{ cm/s}\), providing an understanding of the relevant target physics. Planar-target acceleration experiments show the importance of the nonlocal electron-thermal-transport effects for modeling the laser drive. Nonlocal and hot-electron preheat is observed to stabilize the Rayleigh–Taylor growth at a peak drive intensity of \(\sim10^{15} \text{ W/cm}^2\). The shell preheat caused by hot electrons generated by two-plasmon-decay instability was reduced by using Si-doped ablators. The measured compressibility of planar plastic targets driven with high-compression shaped pulses agrees well with one-dimensional simulations at these intensities. Shock mistiming has contributed to compression degradation of recent cryogenic implosions driven with continuous pulses. Multiple-picket (shock-wave) target designs make it possible for a more robust tuning of the shock-wave arrival times. Cryogenic implosions driven with double-picket pulses demonstrate somewhat improved compression performance at a peak drive intensity of \(\sim10^{15} \text{ W/cm}^2\). © 2009 American Institute of Physics. [DOI: 10.1063/1.3078102]

I. INTRODUCTION

The goal of inertial confinement fusion (ICF)\textsuperscript{1, 2} is to implode a spherical target to achieve high compression of the fuel and high temperature of the hot spot to trigger ignition and maximize the thermonuclear energy gain. Both direct- and indirect-drive concepts of ICF rely on targets with thick fuel density of \(10^{10} \text{ g/cm}^3\). The initial cryogenic ice density of \(10^{12} \text{ cm}^{-3}\) must be increased to \(10^{15} \text{ cm}^{-3}\) to demonstrate ignition-relevant implosion velocities of \(3-4 \times 10^7 \text{ cm/s}\). To achieve an ignition-relevant implosion velocity of \(3-4 \times 10^7 \text{ cm/s}\), the peak drive intensity must be increased to \(10^{15} \text{ W/cm}^2\).\textsuperscript{3, 4} Recent direct-drive ICF research on OMEGA focused on understanding the physics of this high-intensity regime. Understanding the dynamics of target implosion is essential to all ignition target designs, whether directly or indirectly driven. This article reviews the results obtained over this past year in the physics of cryogenic-target implosions, including energy coupling and transport, hydrodynamic instabilities, compressibility, shock timing, and preheating.

Section II shows the importance of nonlocal electrons in modeling laser coupling and energy transport. Section III presents recent results from experiments that show stabilization of hydrodynamic instabilities at peak intensities of \(\sim10^{15} \text{ W/cm}^2\). Section IV describes compressibility experiments performed in plastic ablators. Section V describes shock-timing experiments. The compression results from cryogenic D\textsubscript{2} spherical implosions are presented in Sec. VI. Section VII describes spherical experiments in Si-doped plastic ablators. Section VIII summarizes these results.
FIG. 1. (Color online) (a) Measured (circles) and simulated target trajectories using flux limiter \( f = 0.06 \) (solid curve) and an effective flux limiter derived from the nonlocal model (dotted curve) shown in (b).

II. ENERGY COUPLING AND TRANSPORT

Acceleration experiments with planar plastic foils were conducted to study energy coupling and transport in plastic ablators. In these experiments, 2.5-mm-diameter, 20-μm-thick CH targets were driven with a 1 ns square pulse shape at a peak laser intensity of \( \sim 10^{15} \) W/cm\(^2\). The targets were driven with 12 overlapped beams using all standard OMEGA beam-smoothing techniques, including distributed phase plates (DPPs),\(^{7}\) polarization smoothing (PS),\(^{8}\) and smoothing by spectral dispersion (SSD).\(^{9}\) The target acceleration was measured using side-on radiography with a streak camera using 2 keV x rays from a dyesprium side-lighter and compared with two-dimensional (2D) DRACO simulations.\(^{6}\) The simulations used a local model for electron transport\(^{10}\) with a time-dependent flux limiter derived from a one-dimensional (1D) nonlocal thermal-electron-transport model.\(^{11}\) The nonlocal model solves the Boltzmann equation with Krook’s collision operator and an appropriate electron-deposition length. It gives an effective time-dependent flux limiter, defined as the ratio of nonlocal heat flux to the free-stream heat flux.\(^{11}\)

The measured target trajectory [Fig. 1(a)] is in good agreement with the simulated trajectory using the effective time-dependent flux limiter shown in Fig. 1(b). Hu et al.\(^{5}\) showed that the measured target trajectories are in good agreement with nonlocal model predictions over the broad range of intensities from \( \sim 2 \times 10^{14} \) to \( 1 \times 10^{15} \) W/cm\(^2\). Predictions using a local model of thermal transport with a constant flux limiter of \( f = 0.06 \) (Ref. 10) (previous standard model for OMEGA experiments) are in good agreement with experiments at intensities below \( \sim 5 \times 10^{14} \) W/cm\(^2\), but break down at peak intensities \( \sim 10^{15} \) W/cm\(^2\), as shown in Fig. 1(a). These results indicate that nonlocal effects are critical for modeling energy coupling and transport in direct-drive-ignition designs using high-intensity ultraviolet lasers. Experiments using green and IR lasers have shown that nonlocal effects were important even at much lower intensities of \( \sim 1 \times 10^{14} \) W/cm\(^2\).\(^{12,13}\)

III. HYDRODYNAMIC INSTABILITY EXPERIMENTS

The nonlocal model for electron-thermal transport predicts target decompression at the ablation front\(^{11}\) relative to the prediction of the local model.\(^{10}\) The decompression at the ablation front is caused by heating from the high-energy tail of the electron distribution. The decompression at the ablation surface reduces the growth rate of the Rayleigh–Taylor (RT) instability.\(^{12-15}\) In the linear stage of the RT instability, the growth rate as a function of modulation wave number \( k \) in plastic targets is given by the dispersion relation,\(^{16}\)

\[
\gamma(k) = 0.94 \left( \frac{kg(1 + kL_a)}{1 + 1.5kV_a} \right)^{0.5} - 1.5kV_a, \tag{1}
\]

where \( g \) is the target acceleration, \( V_a \) is the ablation velocity, and \( L_a \) is the density scale length. The growth rate is proportional to the first acceleration term and is reduced by the second stabilizing term \( -1.5kV_a \) caused by material ablation. When the target is decompressed, the ablation velocity increases, resulting in a reduced RT growth rate. This reduction is stronger for modulations with high wave numbers (shorter wavelengths). This was experimentally observed in 20-μm-thick planar CH targets driven with various square drive pulses.\(^{14,15}\)

In this work, 20-μm-thick CH targets were driven with 12 overlapped beams with full beam smoothing including DPPs,\(^{7}\) PS,\(^{8}\) and SSD.\(^{9}\) The RT growth of preimposed 2D modulations was measured with through-foil, x-ray radiography,\(^{14,15}\) using \( \sim 1.3 \) keV x rays from a uranium backlighter. In the RT experiments, the 2D preimposed modulations had wavelengths of 20, 30, and 60 μm with initial amplitudes of 0.05, 0.05, and 0.125 μm, respectively. Results of RT growth experiments are shown in Fig. 2 for a 1 ns drive at an intensity of \( \sim 1 \times 10^{15} \) W/cm\(^2\) [Figs. 2(a)–2(c)] and a 1.6 ns drive at an intensity of \( \sim 5 \times 10^{14} \) W/cm\(^2\) [Figs. 2(d)–2(f)]. The experimental data at a 60 μm wavelength are weakly affected by the stabilizing term \( -1.5kV_a \) [Figs. 2(a) and 2(d)]. This modulation grows more rapidly at a drive intensity of \( \sim 10^{15} \) W/cm\(^2\) than at \( \sim 5 \times 10^{14} \) W/cm\(^2\). This indicates that the acceleration is higher at high intensity, as expected. At an intensity of \( \sim 5 \times 10^{14} \) W/cm\(^2\) the short-wavelength modulations (at wavelengths of 20 and 30 μm) grow faster than the long, 60 μm
wavelength modulation. At a high intensity of $1 \times 10^{15}$ W/cm$^2$, this trend is reversed: 60 $\mu$m wavelength modulation grows faster than the 30 $\mu$m perturbation, with the 20 $\mu$m wavelength perturbation completely stabilized.

This stabilization is consistent with the increased ablation velocity and density scale length at high intensity predicted by the nonlocal electron transport model.\textsuperscript{14,17} 2D simulations, based on time-dependent local flux limiter, were compared with the experimental data and presented in Ref.\textsuperscript{14} At laser intensity of $\sim 5 \times 10^{14}$ W/cm$^2$ (not affected by nonlocal preheat), the measured RT growth agrees well with 2D simulations based on a local model of thermal-electron transport. The RT growth at drive intensities above $\sim 1.0 \times 10^{15}$ W/cm$^2$ (where nonlocal preheat becomes important) was strongly stabilized compared to the local model predictions. The stabilization is also correlated with the hot-electron signal from two-plasmon-decay (TPD) instability.\textsuperscript{14,17,18} This signal becomes detectable at intensities above $\sim 5 \times 10^{14}$ W/cm$^2$, similar to previous experiments.\textsuperscript{4,19} The relationship between the x-ray emission and the target preheat is still under investigation. The strong measured RT growth stabilization reduces the requirements for mitigation of the hydroinstability growth in direct-drive-ignition capsules on the National Ignition Facility (NIF).\textsuperscript{14} Future experiments will distinguish between nonlocal and hot-electron contributions to the ablation-surface preheating and will study the effects of hot electrons on target acceleration.

IV. PLASTIC-ABLATOR COMPRESSIBILITY

Figure 3 shows a schematic of the plastic-ablator compressibility experiments\textsuperscript{20} performed with $\sim 125$-$\mu$m-thick, $\sim 280$-$\mu$m-wide plastic planar targets driven with a high-compression, 3-ns-long shaped pulse at a peak drive intensity of $\sim 1 \times 10^{15}$ W/cm$^2$, as shown in Fig. 4(a). The targets were driven with 14 overlapped beams with full beam smoothing including DPP’s, PS\textsuperscript{7}, and SSD.\textsuperscript{9} The target compression was measured with x-ray side-on radiography using an $\sim 6.4$-keV iron sidelighter. The 2-ns-long foot of the pulse sends a shock wave that compresses the ablator by approximately three times. The compression increases up to approximately nine times when the main shaped pulse sends a compression wave through the target. Figures 4(b) and 4(c) compare the measured and simulated optical-depth compression of the target. The shock and compression waves travel from right to left in these data. The predictions for (b) 2.5 ns and (c) 2.9 ns show good agreement with experiment, confirming the compression of the plastic ablator by a shaped laser drive. In Fig. 4(b) at 2.5 ns, the left part at optical depth
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FIG. 2. (Color online) Optical-depth modulations vs time for a 1 ns square laser drive at an intensity of $\sim 1 \times 10^{15}$ W/cm$^2$ [(a)-(c)] and with a 1.6 ns square laser drive at an intensity of $\sim 5 \times 10^{14}$ W/cm$^2$ [(d)-(f)] with wavelengths of 60, 30, and 20 $\mu$m.
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FIG. 3. (Color online) Experimental setup for plastic-ablator compressibility experiments performed with $\sim 125$-$\mu$m-thick, $\sim 280$-$\mu$m-wide plastic planar targets driven with 14 overlapped beams. The target compression was measured with x-ray side-on radiography using an $\sim 6.4$ keV iron sidelighter.
of \(0.2\) represents the uncompressed part of the target, while the right part at optical depth of \(0.8\) represents the compressed by shock and compression waves part of the target. Reference 20 presents more detailed comparison of the experimental data with simulations. These measurements validated the hydrodynamics and equation-of-state (SESAME) of the shock and compression wave predicted by the 2D hydrocode DRACO (Ref. 20) used to simulate the experiments. Similar experiments conducted at lower intensities of \(\sim 5 \times 10^{14}\) W/cm\(^2\) also showed agreement with hydro-simulations, while experiments at an intensity of \(\sim 1.5 \times 10^{15}\) W/cm\(^2\) (higher than required for ignition on the NIF) showed target decompression that was correlated with the presence of hot electrons generated by TPD instability.\(^20\) At intensity of \(\sim 1.0 \times 10^{15}\) W/cm\(^2\), the compression of the bulk of the target was not significantly affected by hot-electron preheat, while the hot electrons may have some contribution to the stabilization of the RT growth at the ablation surface, discussed in Sec. III. Additional experiments are needed to address these issues in more detail.

V. SHOCK TIMING

Figure 5 shows a schematic of the shock-timing experiments performed with spherical 10-\(\mu\)m-thick CD shells filled with cryogenic D\(_2\) liquid.\(^21\) The target cone makes it possible for the active shock breakout (ASBO) (Ref. 22) system to probe the shock waves in liquid deuterium. The experiments were performed with 36 overlapped OMEGA beams using all standard OMEGA beam-smoothing techniques, including DPPs,\(^7\) PS,\(^8\) and SSD.\(^9\) The diagnostics probed the central region of the target, which had the same illumination conditions as cryogenic spherical implosions. Figure 6(a) shows...
The pulse shape used during one of the experiments. The measured shock velocity as a function of time is shown in Fig. 6(b). The data are compared with the 1D prediction, shown by the dotted curve. In the 1D prediction, the picket sends the first shock that decays as it travels through the target. This is shown by the decreasing shock velocity as a function of time. As a compression wave is launched by the shaped laser pulse starting at ~1.2 ns, the shock velocity gradually increases in the simulation. The measurements indicate that the compression wave turns into the shock wave inside the target. The measured shock velocity from the first shock is smaller than predicted. This measurement suggests that energy coupling from the picket and low-intensity part of the pulse is reduced, compared to the simulation. The adiabat (the ratio of the plasma pressure to the Fermi pressure of a fully degenerate electron gas) of the CD shell and D₂ fuel is likely higher than simulated, leading to compression degradation in spherical implosions.

Since 1D simulations incorrectly predict the shock timing, experimental measurements can be used to tune multiple hydrodynamic waves. Experimentally, it is easier to tune shock waves than compression waves because the multiple shock waves are much easier to create and interpret. Figure 7(a) shows the double-picket pulse shape used for one such experiment and the measured shock velocity as a function of time [blue curve in Fig. 7(b)]. The data are compared with 1D prediction shown by the red curve. In the 1D prediction, the first picket sends the first shock wave that decays as it travels through the target. The second picket sends a stronger second shock that travels faster and overtakes the first shock wave at ~2 ns. The main part of the pulse sends a third shock wave, which coalesces with the two earlier shocks at ~4 ns. The experiment shows that the shocks coalesce. However, the shock velocities are smaller in the experiment than in the simulation.

In order to set the correct predicted adiabat at the inner-shell surface, the shock velocities and coalescence times of the shocks have to be the same as in the simulations. All shocks have to coalesce at the inner surface of the ice. When properly tuned in strength and timing, the shocks minimize the adiabat of the fuel. If the later, stronger shocks overtake the first shock too early, a large portion of the fuel is heated by this strong shock and will be on higher adiabat and harder to compress. Late coalescence means that previous shocks have time to unload significant amount of material from the inner surface of the ice, creating a low-density blowoff that would be significantly heated by the subsequent shocks, again placing a fuel on high adiabat. In both continuous and double-picket experiments, the shock velocities are different from those simulated indicating and as a result, the fuel adiabats are different from the simulated. Since 1D simulations do not predict shock strengths correctly, the shocks were tuned experimentally by measuring target-compression performance in spherical implosion, presented in Sec. VI. In these experiments, all shocks were launched before the hot electrons generated; therefore the hot electrons had no effect on the shock dynamics. Future experiments will tune shock waves using triple-picket pulses with the square main pulse. This technique is similar to that used for shock tuning in indirect-drive-ignition designs.¹²,²¹

VI. CRYOGENIC-TARGET COMPRESSION

Figure 8 shows compression results obtained in spherical implosions with outer 10-μm-thick CD ablators and inner 95-μm-thick cryogenic-D₂-ice fuel shells. Figure 8(a) shows three examples of continuous laser pulses at a peak intensity range from ~5 × 10¹⁴ to ~8 × 10¹⁴ W/cm². Figure 8(b) shows an example of a double-picket pulse at a peak intensity range of ~9 × 10¹⁴ W/cm². Figure 8(c) shows a comparison of the compression results obtained with these two types of laser pulses. The neutron-averaged areal density was predicted to be ~250 mg/cm² with adiabat of α ~ 2 for all implosions, assuming that the shock pulses were properly tuned. The highest compression with measured areal density in the range of 180–200 mg/cm² was obtained at the peak intensity of ~5 × 10¹⁴ W/cm². Two of the four data points at this intensity were presented in Ref. 5, while the other two were obtained recently, showing a good repeatability of these results. The neutron yield varied by a factor of ~5 due to variations in the inner ice roughness and the target offset from a target chamber center in these implosions. While the yield varied, the areal density did not, showing that the areal density is a robust measure of target compression, as previously shown in plastic implosions.²³

By increasing the peak intensity in the continuous-pulse
implosions, the areal density did not increase, shown by blue diamonds [Fig. 8(c)]. As discussed in Sec. V, the shocks were not properly timed in these implosions, resulting in a decrease in the measured compression. The presumably better-timed, double-picket implosions produced somewhat higher compression with areal densities up to $\sim 150 \text{ mg/cm}^2$ at high peak intensities, shown by red open circles [Fig. 8(c)]. The variations in these data are due to variations in the picket energies and uncertainties for the shock-timing experiments. These multiple-picket designs are being optimized in current campaigns. While agreement between theory and experiment was good for shaped pulses with no pickets, as shown in Sec. IV and Fig. 4, the agreement is not good for shaped pulses with pickets. As discussed in Refs. 4 and 11, the measured laser absorption does not agree with the simulated absorption in the pickets, possibly causing the shock mistuning. Figure 8(d) presents the measured hard x-ray signal, produced by hot electrons from TPD instability, as a function of peak intensity for both types of drive pulses. The hard x-ray signal increases with peak intensity. The preheat energy estimated based on the measured hard x-ray signal is of the order of $\sim 20 \text{ J}$ in the high-intensity implosions. This corresponds to $\sim 0.1\%$ of the total laser energy. With such levels of the preheat, the areal density is expected to be reduced from $\sim 250$ to $\sim 210 \text{ mg/cm}^2$ if the shock timing is optimized.

These levels of preheat should not preclude obtaining an ignition-relevant areal density of $\sim 200 \text{ mg/cm}^2$ at peak intensities of $\sim 1 \times 10^{15} \text{ W/cm}^2$. The fact that the measured compression is below this level suggests that shock timing still must be improved and/or the hot-electron preheat is larger than previously estimated.

As discussed above, the two main contributions to the compression performance degradation of the implosions with both continuous and double-picket pulse shapes are the shock mistiming and hot-electron preheat. At the low intensities of $\sim 5 \times 10^{14} \text{ W/cm}^2$ and low hot-electron signal, the double-picket implosion perform worse that the continuous-pulse implosions. This indicates that the shock mistiming is the degradation factor impacting all types of implosions. This has also been shown in Sec. V, where both continuous and double-picket pulses showed disagreement of the shock strength with simulations. As intensity increases to $\sim 1 \times 10^{15} \text{ W/cm}^2$ and hot-electron signal increases, both continuous and double-picket implosions show degradation from the areal density of $\sim 200 \text{ mg/cm}^2$ achieved at peak intensities of $\sim 5 \times 10^{14} \text{ W/cm}^2$. Both shock mistiming and hot-electron preheat contribute to this degradation. Yet, at this point, it is difficult to determine precisely the magnitude of the contribution of these two factors to observed degradation. This is because the hot-electron preheat can only be roughly estimated from the measured hot-electron signals (as discussed in previous paragraph) and the adiabat at the inner-ice surface cannot be precisely determined from the shock strength data discussed in Sec. V. As a result, both shock mistiming and hot-electron preheat continue to be of high concern in direct-drive ICF. The future experiments with triple-picket pulse shapes and high-Z ablators will address these most important issues in the direct-drive program.
VII. PREHEAT

An important source of compression degradation is the shell preheat caused by hot electrons generated by TPD instability.\textsuperscript{4,18,19,25} This preheat was shown to be virulent in DT and D\textsubscript{2} ablators\textsuperscript{4,24} and was reduced by using plastic ablators.\textsuperscript{4,5} As a result, the highest ignition-relevant areal densities with shell $\rho R \approx 200$ mg/cm\textsuperscript{2} were achieved in cryogenic D\textsubscript{2}-fuel implosions with plastic ablators when the hot-electron preheat was reduced to zero at a moderate laser-drive peak intensity of $\approx 5 \times 10^{14}$ W/cm\textsuperscript{2}.\textsuperscript{5} By increasing the peak intensity to $\approx 1 \times 10^{15}$ W/cm\textsuperscript{2}, the implosion velocity can be raised to levels required for ignition, but hard x-ray signals, associated with TPD hot electrons also increase,\textsuperscript{24} as shown in Fig. 8. While current hot-electron preheat estimates in plastic-ablator OMEGA implosions (with the estimated cold-shell preheat-energy fraction approaching $\approx 0.1\%$ of the total laser energy) do not preclude achieving ignition-relevant compression (with shell $\rho R \approx 200$ mg/cm\textsuperscript{2}) at high peak intensities of $\approx 1 \times 10^{15}$ W/cm\textsuperscript{2} and an initial shell adiabat of $\alpha \approx 2$ (Ref. 4), the longer plasma scale lengths in NIF targets make them potentially more vulnerable to hot-electron production than OMEGA targets.\textsuperscript{24} While there are no reliable predictive capabilities for hot-electron preheat due to the very complex nature of nonlinear TPD instability, higher-Z ablators are expected to mitigate the hot-electron preheat compared to the plastic ablators. Plastic ablators with 5\% by atom of Si dopant were used recently\textsuperscript{25} for this purpose.

Figure 9 shows a comparison of the hard x-ray signals measured in plastic and Si-doped plastic implosions. The implosions were performed with shaped pulses in which the peak intensity varied from $\approx 0.8$ to $\approx 1.1 \times 10^{15}$ W/cm\textsuperscript{2} and a drive energy from $\approx 18$ to $\approx 27$ kJ. Two representative pulse shapes are shown in Fig. 9(a). The plastic and Si-doped plastic shells were 27 $\mu$m thick and a concentration of Si dopant in plastic shells was 5\% by atom. The comparison of the measured hard x-ray signals in the $>40$ keV channel [Fig. 9(b)] shows that the signals grow exponentially with the drive energy in CH implosions as drive energy increases. The signals were reduced in Si-doped CH shells at low drive energies; the reduction was $\approx 1.5$ times at higher drive energies and peak intensities of $\approx 1.1 \times 10^{15}$ W/cm\textsuperscript{2}. Future experiments will use higher-Z ablators to further reduce hot-electron preheat.

VIII. CONCLUSIONS

Progress in cryogenic-implosion physics on OMEGA was reviewed in this article. After achieving ignition-relevant areal densities of $\approx 200$ mg/cm\textsuperscript{2} in cryogenic D\textsubscript{2} implosions at peak laser-drive intensities of $\approx 5 \times 10^{14}$ W/cm\textsuperscript{2}, the focus of the program has been on understanding the compression physics at a peak laser-drive intensities of $\approx 1 \times 10^{15}$ W/cm\textsuperscript{2} that are required to achieve ignition-relevant implosion velocities. Acceleration experiments showed the importance of the nonlocal electron-thermal-transport effects in modeling the laser drive. The nonlocal and hot-electron preheat was shown to stabilize RT growth at a peak drive intensity of $\approx 1 \times 10^{15}$ W/cm\textsuperscript{2}. The measured compressibility of plastic targets driven with high-compression, shaped pulses agrees well with ID predictions. Shock mistiming has been shown to be an important mechanism in compression degradation of recent cryogenic implosions driven with continuous pulses. Cryogenic implosions driven with double-picket pulses, which are easier to tune than continuous pulses, demonstrate some improvement in compression performance at a peak drive intensity of $\approx 1 \times 10^{15}$ W/cm\textsuperscript{2}. The shell preheat caused by hot electrons generated by TPD instability was reduced by using Si-doped ablators. Future experiments will investigate higher-Z ablators (such as glass or Si) for further hot-electron preheat reduction. Some progress in understanding ignition-relevant cryogenic-target implosions has been made on OMEGA since the publication of Ref. 4.
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