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Measurements of energetic protons from cone-in-shell fast-ignition implosions at Omega have been conducted. In these experiments, charged-particle spectrometers were used to measure a significant population (>10^{13}) of energetic protons (7.5 MeV max.), indicating the presence of strong electric fields. These energetic protons, observed in directions both transverse and forward relative to the direction of the short-pulse laser beam, have been used to study aspects of coupling efficiency of the petawatt fast-ignitor beam. Approximately 5% of the laser energy coupled to hot electrons was lost to fast ions. Forward going protons were less energetic and showed no dependence on laser intensity or whether the cone tip was intact when the short-pulse laser was fired. Maximum energies of protons emitted transverse to the cone-in-shell target scale with incident on-target laser intensity (2–6 \times 10^{19} W/cm^2), as described by the ponderomotive scaling (\xi^{1/2}). It is shown that these protons are accelerated from the entire cone, rather than from the cone tip alone. These protons were used to estimate the lower limit on the hot-electron temperature, which was found to be hotter than the ponderomotive scaling by factors of 2–3. © 2012 American Institute of Physics.

I. INTRODUCTION

The fast-ignition concept has been described thoroughly in the literature as one alternative to direct-drive hot-spot ignition. In this scheme, a high-energy, high-intensity (10^{18} W/cm^2) laser is used to compress a cold shell containing fusion fuel to high areal densities (\rho R \sim 1 g/cm^2). A short-pulse, ultrahigh-intensity laser (10^{19} W/cm^2) is then used to generate megavolt electrons to heat the core of the compressed fuel in a time short compared to hydrodynamic timescales. The use of two independent laser drivers for compression of the fuel and subsequent heating of the core allows for higher target gains, in principle, for the same amount of driver energy. This is because high fuel areal-density cores can be assembled with slow implosion velocities and ignition is achieved through efficient coupling of short-pulse beam energy to the dense core. In comparison to conventional hot-spot ignition, the symmetry requirement of the fuel assembly in fast ignition is not as stringent, which relaxes the illumination uniformity and power balance constraints of the driver.

The success of this approach relies on the effective energy coupling between the short-pulse laser and the compressed fuel. A high coupling efficiency (CE) depends on the generation of hot electrons and their transport and energy deposition to the dense fuel core. A potential problem is that the generation of energetic electrons will inevitably accelerate ions as well. Any energy coupling to ions is a direct loss channel that must be examined.

The acceleration of ions by electrostatic sheath fields generated by laser-plasma-interaction (LPI) produced hot electrons has been observed in both direct-drive configuration and indirect-drive configurations with \sim 10^{19} W/cm^2 long-pulse beams. Protons and heavier ions produced by ultra-intense (\sim 10^{18}–10^{19} W/cm^2) short-pulse LPI have also been studied extensively using flat foil and cone targets. In short-pulse scenarios, laser-to-proton energy conversion efficiency, angular emission of protons from flat-foil targets, focused emission of proton beams, and effects of plasma scale length on proton acceleration have been studied. Proton measurements have also been used, in conjunction with ion expansion models, to infer the temperature of the LPI-generated hot-electron distribution that accelerates these protons.

In this paper, we present the first measurements of fast protons from cone-in-shell fast-ignition implosions conducted at the Omega Laser Facility. In these experiments, a short-pulse laser was focused into gold cones to generate hot electrons that subsequently heat a pre-assembled dense D2 core, with the aim to increase the DD-neutron yield by raising the ion temperature. For these experiments, the neutron yield enhancement due to core heating has been measured previously to be a factor of ~4, corresponding to a CE of 3.5%. In the context of proton acceleration, these experiments differ from the previous work with cone-in-shell targets and short-pulse lasers in that (1) protons have been used here as a diagnostic tool to assess effectiveness of fast-ignitor coupling to the dense core and (2) to determine the energy coupling to protons, an energy loss mechanism in fast-ignition experiments.

This paper is organized as follows: Sec. II presents an overview of the experimental setup and charged-particle...
diagnostics used to measure proton spectra. In Sec. III, proton spectra and maximum energies are presented, followed by a discussion in Sec. IV of where the protons are accelerated from. In Sec. V, protons are used to estimate the hot-electron temperature for these experiments. Sec. VI concludes by summarizing the results of this paper.

II. EXPERIMENTS

The experiments were performed at the Omega Laser Facility located at the Laboratory for Laser Energetics, University of Rochester. Both the OMEGA (long pulse) and OMEGA EP (short pulse) lasers were used. OMEGA is a 60 beam neodymium-glass laser capable of focusing 30 kJ of frequency-tripled light at a wavelength of 351 nm to on-target intensities greater than $10^{15}$ W-cm$^{-2}$. OMEGA EP consists of four beams. Two of these beams are short pulse, each capable of delivering 1 kJ of 1053 nm light in 10 ps, while the other two are long pulse. In these experiments, 15 54 OMEGA beams delivering 18 kJ of UV light to the capsule were used to compress the target along a low adiabat ($\alpha \approx 1.5$), which was achieved using a short single picket, followed by a main drive pulse with a duration of approximately 2.7 ns. A single short-pulse (\approx 10 ps) Gaussian-shaped OMEGA EP beam was then brought to focus inside the OMEGA target chamber. At best focus, 80% of the beam energy was contained within a diameter of approximately 50 $\mu$m, resulting in a maximum beam-averaged on-target intensity of \approx $6 \times 10^{18}$ W-cm$^{-2}$. For these experiments, the OMEGA EP power and energy contrast were of order 10$^6$ and 10$^4$, respectively. 15 Details on the targets can be found in Ref. 15. In summary, the targets for these experiments were re-entrant gold cones inside 40- $\mu$m-thick deuterated-plastic (CD) shells with a nominal diameter of 870 $\mu$m. The cones were either 1.2 or 1.8 mm in length and had an opening half-angle of 17$^\circ$. The cone tips were flat with variable tip thickness (5–15 $\mu$m) and tip diameter of 10 $\mu$m. The cone walls were 10–$\mu$m-thick inside the shell and 50–$\mu$m-thick outside. The shells were not gas-filled, leaving only the CD shell and the ablated material from it to undergo fusion.

Proton energy spectra were measured using both the magnet-based charged-particle spectrometer (CPS1) and wedge-range-filter (WRF) spectrometers. 16 These instruments utilize CR-39 solid-state nuclear track detectors (SSNTD), which are known to provide information about the energy and species of the detected charged-particles. 16 It has been shown recently, however, that there exists CR-39 piece-to-piece variability in its response to charged-particles. 17 Thus, CR-39 alone cannot be used for accurate measurements of charged-particle spectra and must be paired with an additional particle dispersion mechanism. CR-39 is immune to electromagnetic pulse (EMP) and to some extent to x-rays, making it ideal for short-pulse experiments such as those presented here.

CPS1 features a 0.1-mm slit and a 7.6-kG magnet for dispersion of charged-particles onto CR-39 detectors. These spectrometers are capable of measuring proton energy spectra in the range of 200 keV to 30 MeV. The low energy limit is set by filtering (directly in front of the CR-39), which is required to mitigate a very large flux of low-energy charged-particles that would otherwise scatter within the diagnostic and saturate the detector. The high energy limit is set by the magnet dispersion and detector arrangement. CPS1 is fixed to the OMEGA target chamber as shown in Fig. 1. In practice, the exponential energy spectra of short-pulse accelerated protons results in a large on-detector proton fluence at lower energies. This may cause saturation of the CR-39 detector at these energies, effectively raising the low-energy limit of this diagnostic. It is worth noting that CPS1 cannot resolve heavy ions because of the degeneracy between charge state, mass, and energy that exists for magnetic spectrometers. 16 Filters constructed of mylar and aluminum are overlaid on the CR-39 to filter out these ions. Furthermore, any energetic heavy ions that penetrate the filters are separated from protons on the basis of the contrast and diameter of the tracks they leave on the CR-39.

The WRF spectrometers use CR-39 overlaid with a piece of wedge-shaped zirconia ceramic (ZrO$_2$), in which the minimum particle energy required to penetrate the wedge varies along the thickness (dispersion) direction. Since the zirconia wedge cannot be made thinner than 40 $\mu$m, the low-energy instrument cutoff for measurement of protons is approximately 3–4 MeV. The WRFs are compact (5 cm across) spectrometers that are ideal in probing the implosion at several locations. Several (either 3 or 5) WRF modules, each consisting of two WRFs, were used at a single measurement location to obtain good statistics. Fig. 1 shows the azimuthal projection of the location of these spectrometers in the OMEGA target chamber relative to the short-pulse beam and target. The coordinate system is defined such that the pole (0$^\circ$) corresponds to the direction of the short-pulse laser.

The WRF proton spectrometers were the primary diagnostics. These were fielded on nearly every shot, while CPS1 was fielded on a handful of shots to corroborate the WRF measurements and provide additional details of the spectrum at energies below the WRF low-energy cutoff. The spectrometers subtend small solid angles (1 $\mu$sr for CPS1 and 100 $\mu$sr for the WRFs). They measured protons accelerated normal to the CD shell surface for the locations shown in Fig. 1. In addition, when fielded at 80$^\circ$, the spectrometers measured protons accelerated nearly normal to the cone.

FIG. 1. Schematic of the experimental setup. The charged-particle spectrometers CPS1 and WRFs, positioned at different azimuthal angles, were used in these experiments. The coordinate system is defined such that the pole (0$^\circ$) corresponds to the direction of the short-pulse laser. The OMEGA beams were used to first compress the CD shell, after which the short-pulse EP beam was used to produce energetic electrons to heat the deuterium fuel.
surface since that surface is nearly parallel to the spectrometer aperture due to the 17° cone opening half-angle.

III. PROTON SPECTRA AND MAXIMUM ENERGIES

A typical proton energy spectrum from integrated experiments, acquired using CPS1 (OMEGA Shot 56971) is shown in Fig. 2. Alongside this spectrum is the proton spectrum for a reference implosion (OMEGA Shot 56976), where a similar target was imploded using the same long-pulse configuration (~20kJ, 54 OMEGA beams) without any short-pulse core heating. It is well established that long-pulse LPI generate deuterons or heavier ions) was confirmed by simultaneous charged-particle measurements using CPS1 and WRF spectrometers. Since CPS1 uses magnetic fields for ion dispersion, it can be shown that the inferred energy of an ion depends inversely on the assumed ion mass.16 Thus, the CPS1-inferred energy of a deuteron mistakenly identified as a proton will be lower than the actual particle’s energy. Thus, it is possible to constrain the particle species using these measurement techniques on the same shot and same polar angle. In particular, CPS1 and the WRFs measure particles at the same polar angle (80°) but different azimuthal angles.

Since the target is composed of a CD shell and Au cone, these protons originate predominantly from hydrocarbon contaminants on the surface of the target (either from the cone or shell) that may or may not have been blown off during the implosion of the shell. In any case, the implications are that the protons do not significantly interact or scatter with the compressed shell. The cone-in-shell target conditions at the time when the short-pulse laser interacts with the cone are schematically illustrated in Fig. 3. Shown are the cone, the compressed D2 core (~50-µm diameter), the blow-off plasma surrounding the target, the generated hot electrons and the accelerated protons. The relative timing between the short-pulse laser and the start of the long-pulse compression lasers was varied from shot-to-shot, but was typically 3 ns. At this point in time, the blowoff plasma from the ablated shell has expanded with the ion sound speed (c_i ≡ \sqrt{T/m_i}), resulting in a characteristic scale length of about 400 µm–1 mm for typical coronal temperatures of ~2 keV. The blowoff plasma from the implosion of the shell thus surrounds the target, and it is expected that the fast-protons are accelerated in the presence of this long-scale-length plasma.

The maximum proton energy is of interest since it scales directly with the temperature of short-pulse-generated hot electrons.20,21 Direct measurements of the maximum energy can therefore be used to qualitatively infer how the hot-electron temperature varies with experimental parameters. The maximum proton energy was measured at various locations around the implosion using the compact WRF spectrometers on several shots (Fig. 4). These data incorporate gold cones with 5-µm, 10-µm and 15-µm-thick tips and 10-µm tip diameters. The data obtained in the direction transverse to the short-pulse beam (80°) scale with intensity. A \chi^2-analysis indicate that these data fit a normalized ponderomotive scaling (\propto I^{1/2}) at 80° (reduced \chi^2 = 0.96). This further confirms that these protons are accelerated by short-pulse generated hot electrons. Since the maximum energies

![Image](https://example.com/image.png)

**FIG. 2.** Proton spectra measured with CPS1 (80°) on a fast-ignition shot and reference shot. In both cases, a gold cone-in-shell target was compressed using 54 OMEGA beams (~20kJ) and a low-adiabat laser drive. For the fast-ignition case, an EP short-pulse laser was fired, at peak compression of the target, to generate hot electrons and heat the dense core. These energy spectra were background subtracted, although some residual background is observed in the 4–7 MeV range. The gaps in spectrum at ~1 MeV and ~2.3 MeV are due to the instrument.
scale with intensity as expected from theory, these protons can also be used together with models to estimate a hot-electron temperature, albeit with some caveats (see Sec. V).

In contrast to the transverse direction, the maximum energies of forward going protons (0°) neither show such scaling nor a dependence on cone-tip thickness. In addition, the maximum energies of forward-going protons are lower compared to the transverse going protons. This is consistent with simulations,\textsuperscript{22} which indicate that for these experiments, the angular distribution of hot electrons is azimuthally symmetric and has a maximum at 57° relative to the forward short-pulse beam direction and falls off at lower and higher angles. As a result, it is expected that fewer and less energetic protons would be observed in the forward direction even when the cone tip is intact, which is consistent with these measurements.

Forward-going protons are accelerated from the surfaces of the compressed shell or the surrounding blowoff plasma by hot electrons that have interacted with the compressed core and lost a significant amount of energy (Fig. 3). Some of the slower electrons are even ranged out in the core. The electron temperatures and previously measured \( \rho R \) of the compressed shell (\( \sim 150 \text{ mg-cm}^{-2} \)) are consistent with this notion, as discussed further in Sec. V. As a result, the velocity distribution of forward-going electrons has a lower maximum energy and empty regions in velocity-space, thereby reducing the energies of forward-going protons relative to transverse protons.

Several WRFs were used to obtain the average maximum proton energies at each location. The standard deviations of these measurements were used to compute the error bars shown in Fig. 4. Since the spatial separation between adjacent WRFs is of order several centimeters, the observed uncertainties in the data arise from the absolute measurement uncertainty of each WRF (\( \pm 200-300 \text{ keV} \)) and possible spatial variations in the maximum energy of the emitted protons. For the case of forward-going protons, the uncertainties are as large as \( \pm 2 \text{ MeV} \), which is larger than the absolute measurement uncertainty of the WRF spectrometers. Thus, we conclude that there are real spatial variations of the maximum proton energy for forward-going protons. These observed larger spatial variations could be the reason why the scaling with intensity is not readily apparent. Furthermore, these variations are consistent with (though not an indicator of) the presence of a stochastic process, such as electrons scattering in the compressed shell. For these reasons, it is difficult to estimate a hot-electron temperature from forward-going protons, as additional physics about the electron transport must be unfolded. We defer to only transverse-going protons when estimating hot-electron temperatures in Sec. V.

\section*{IV. SOURCE OF THE PROTONS}

There is evidence that the observed protons are accelerated from the entire cone surface rather than the tip alone. The data presented throughout this paper were primarily obtained with 1.2-mm-long cones, with 10-\( \mu \)m or 40-\( \mu \)m tip diameters and variable tip thickness. On a few shots, cones with a length of 1.8 mm were also irradiated. Full spectral measurements of the fast protons were not available for the 1.8-mm-long cones, but the maximum proton energies for these cones were almost twice as high (\( \sim 8-9 \text{ MeV} \)) as those of the 1.2-mm-long cones under the same laser conditions. In contrast, differences in the maximum proton energies were not observed between cones with 10-\( \mu \)m and 40-\( \mu \)m tip diameters (lengths of 1.2 mm). The cone length thus has an effect on proton acceleration, while the cone tip diameter does not.

The effect of the cone length on proton acceleration was also observed in the yield of (p,n) reactions, which come from fast protons reacting with the aluminum target chamber. The resulting neutron time-of-flight (nTOF)\textsuperscript{23} data are shown in Fig. 5. For these two shots the nTOF settings, laser drive and target parameters were identical with the exception of the cone length. The x-ray flash, which comes from the short-pulse beam hitting the cone, and the 2.45-MeV DD-neutron signals are characteristic of these implosions. In between these signals (shown in Fig. 5), there exist a number of smaller peaks associated with neutrons from (p,n) reactions. The occurrence of the first (p,n) events are consistent with the time-of-flight of fast protons across the target chamber. The integral of these signals between the proton arrival time (e.g., \( \sim 300 \text{ ns} \) for 7.5 MeV protons) through 900 ns (excluding the DD-n peak) was computed for three shots: 2 with 1.2-mm-long cones 1 with a 1.8-mm-long cone. The ratio of the integrals between the 1.2- and 1.8-mm-long cone data were found to be 2.0±0.5 and 3.0±0.3. These ratios are comparable to the increase in surface area of between the two cones (a factor 2.25). The cross section for (p,n) in aluminum is not available for the relevant proton energies (<10 MeV), but the \( (p,^n) \) cross section increases linearly from 1–5 MeV incident proton energy, and flattens out above that through 10 MeV.\textsuperscript{24} The observed increase in (p,n)
reactions for 1.8 mm cones is thus attributed to a combination of higher fast-proton yields and variation of the \((p,n)\) cross section with incident proton energy.

Throughout the course of these experiments, the timing between the long-pulse OMEGA and short-pulse OMEGA EP beams was varied to find the optimal timing of the EP beam for maximum core heating and yield. Optimal timing corresponds to core heating at peak compression of the cold dense core.\(^{15}\) For effective coupling of the short-pulse laser energy to the dense core, the cone tip must be intact when the short-pulse laser is fired. Shockwaves launched into the fuel during compression by the long-pulse OMEGA beams will eventually reach the cone tip, break through, and destroy it.\(^{15}\) In this scenario, we expect poor hot electron production and hence less energetic protons. The cone tip was intact for data shown in Fig. 4. For two shots, the timing between OMEGA and OMEGA EP was such that the tip was broken by the shockwaves when the short-pulse laser arrived at the tip. Shown in Fig. 6 are data taken at 80° using CPS1, alongside with data from WRFs (80°). The CPS1 data are generally in excellent agreement with the WRF data. This is expected since these instruments are at the same polar angle. The two shots where the tip was broken are indicated by the open circles. The maximum proton energies were significantly lower (~40%) when the tip was not intact.

The drastic effect of the cone tip’s destruction on electron production and subsequent proton acceleration was not observed in the forward-direction, as shown in Fig. 7. For two shots, the 10-μm-thick cone tip was shocked before the short-pulse laser arrived at the cone tip. The previously measured shock break-out time,\(^{15}\) which varies with tip thickness is indicated in Fig. 7. Thus, neither the presence of the cone tip nor the thickness of the tip (per Fig. 4) affects the acceleration of protons emitted in the forward direction.

V. ESTIMATES OF HOT-ELECTRON TEMPERATURE

It has been suggested that the presence of a significant preformed plasma inside the cone can lead to filamentation and self-focusing of the short-pulse laser, leading to higher hot-electron temperatures.\(^{15,25}\) In particular, simulations for these experiments suggest that a preformed plasma with a scale length of 100 μm is present within the cone at the arrival time of the short-pulse OMEGA EP laser.\(^{15}\) The large preformed plasma, if present, is due to the laser prepulse that arises from amplified spontaneous emission (ASE). The prepulse is characterized by the laser contrast, defined as the amplitude ratio of the main drive to the prepulse. For these experiments, the energy and power contrast were 10^4 and 10^6, respectively.\(^{15}\)

Hotter electron temperatures, due either to self-focusing or to another physical mechanism, result in more energetic electrons that would not stop in the core as intended, thereby lowering the overall CE. Using the proton data presented in this work, we can place a lower bound on the initial hot-electron temperature to see whether the electrons are hotter than expected from the ponderomotive scaling.

FIG. 6. Maximum proton energies measured by CPS1 and WRFs. The different CPS1 and WRF measurements (at 80°) show good agreement with one another, despite the fact that they sample different azimuthal angles. The solid line is a fit to the data ($\propto l^{1/2}$), the max. energies of the transverse protons depend on whether the cone tip is intact when the OMEGA EP short-pulse laser arrives at the tip. When not intact (open circles), the maximum energy of the transverse protons (and hence the fields that accelerate them) are lower.

FIG. 7. Maximum energies of forward-going protons as a function of the OMEGA EP arrival time at the cone tip relative to the start of the long-pulse drive. Forward-going protons show no significant dependence on whether the cone tip is intact when the OMEGA EP short-pulse laser arrives at the cone tip. The shock breakout time at the cone tip, which depends on cone-tip thickness, occurs between 3.65 ns and 3.7 ns, as indicated.
The hot-electron temperature is estimated using a plasma expansion model, which links the temperature of an initial hot-electron distribution to the proton maximum energies. In particular, \( E_M = x T_H \), where \( x \) depends on the expansion model.\(^8\)\(^{10}\)\(^{26}\) In general, \( x \) has a logarithmic dependence on the hot-electron density \( n_{e0} \) and the laser pulse duration. The choice of appropriate model depends only on the relative timescales of the laser pulse duration \( (\tau_l) \) and the transit time of electrons through the cone wall \( (\tau_c) \).\(^9\) For these experiments, \( \tau_l \approx 20 \tau_c \). Thus, during the first part of the laser pulse, the cone tip is completely populated with hot electrons generated from the preformed plasma on the inside of the cone. For the remainder of the pulse duration, the laser maintains the temperature of these electrons. After the pulse turns off, the electrons expand adiabatically, giving their energy to the ions. A 1D fluid model has been previously used to describe this process. This two-phase fluid model\(^9\)\(^{,26}\) treats the laser as a source term that acts to maintain a steady temperature during the pulse (isothermal expansion), and then conserves energy between electrons, ions and the accelerating field thereafter (adiabatic expansion).

The two-phase model relates the hot-electron temperature to the maximum proton energy by the relation:

\[
T_H = E_M \times \left[ 2.5 + 0.92 \ln(o_{pe} \tau_l) \right]^{-1}, \tag{1}
\]

where \( T_H, E_M, o_{pe}, \) and \( \tau_l \) are the hot-electron temperature, max. proton energy, ion plasma frequency \( (o_{pe} = \sqrt{n_{e0} e^2/m_p e}) \) and the laser pulse duration, respectively. This formula was interpolated from numerical simulations\(^{26}\) and applies for \( o_{pe} \tau_l \) in the range of 5–100. The maximum energies and laser pulse duration were measured for each shot, while \( n_{e0} \) and hence \( o_{pe} \) were estimated using a variation of a known method.\(^11\) First, we determined the number of hot electrons generated by the short-pulse laser. Recent experiments on OMEGA EP showed that the laser energy conversion efficiency to hot electrons is 20% for such kilojoule-class short-pulse lasers,\(^{19}\) and that it is independent of the laser intensity. The number of hot electrons \( (N_e) \) is then found by dividing the laser energy converted to hot electrons by the average energy of the electrons, defined by the hot-electron temperature. For the experiments presented in this work, we estimate (self-consistently, from the results of this calculation) that \( N_e \) is about \( 10^{12} \) to \( 10^{15} \). Next we obtained the volume by taking the product of the surface area of the cone and the characteristic scale length along the expansion dimension, given by \( \approx c \times \tau_l \). The hot-electron density is then just the ratio of the number of hot electrons to volume. Since the plasma frequency ultimately depends on the hot-electron temperature through the density, Eq. (1) is transcendental and must be solved numerically.

It is important to recognize that the density computed here \( (n_{e0} \approx 10^{17} \text{ cm}^{-3}) \) is an overestimate. As discussed in Sec. IV, the protons are predominantly accelerated from either the surfaces of the cone or within the blowoff plasma surrounding it. In this calculation, we assumed that the hot-electron density is uniform, which is generally not the case. We expect the hot-electron densities to be lower upstream of the cone tip, where the ions are accelerated. From Eq. (1), it is evident that for a given maximum proton energy, an upper bound on \( n_{e0} \), and hence on \( o_{pe} \), corresponds to a lower-limit on the estimated hot-electron temperature.

Even though these ion expansion models primarily apply to thin-foil experiments,\(^{11}\)\(^{,12}\) they can be used in the context of this work. However, a major distinction between thin-foil experiments and those presented here must be considered to allow for a correct interpretation of the data taken in this work. The scale length of the ion front where the protons are accelerated is very different in these experiments. The two-phase model used here assumes that the initial scale length of this front is small in comparison to the hot-electron Debye length. While this is true for typical thin-foil experiments with short-pulse lasers, in our case the scale length of the blowoff plasma in front of the cone is \( \approx 400 \mu m \) due to the implosion of the shell. The effective scale length seen by the accelerating protons is roughly of this order, whereas the hot-electron Debye length is \( \approx 20 \mu m \). In this case, the maximum proton energies are lower since they scale inversely with the initial density scale length at the ion front.\(^{27}\) To quantify this difference to some extent, it has been shown that the addition of a 100-\( \mu m \)-scale-length plasma at the ion expansion front (in a scale length otherwise dominated by the much smaller hot-electron Debye length), reduced the observed maximum proton energies by about 4 times.\(^{27}\) Thus, for a given hot-electron temperature, the proton energies from these experiments are much smaller than expected by the model because of the longer scale length. Hence, in applying the expansion model to these experiments, it is expected that the actual temperatures are much higher than the temperatures estimated using the model. While this may seem uncertain, the aim is not to pinpoint the exact temperature, but to show that it is significantly hotter than expected from the ponderomotive scaling.

We used protons at 80° to estimate the hot-electron temperature, as these protons demonstrated the expected scaling with intensity \((\approx I^{1/2})\). For each shot, Eq. (1) was solved numerically to determine the lower-limit of the hot-electron temperature, and the results are shown in Fig. 8. The error bars correspond to the uncertainty of the maximum proton energy measurement. Shown alongside these data is the ponderomotive vacuum scaling (for the case of negligible pre-plasma inside the cone). The temperatures determined

**FIG. 8.** Lower-limit on the initial hot-electron temperatures as a function of the incident short-pulse laser intensity. These temperatures were determined using the maximum proton energies 80° together with ion expansion models. Shown alongside the data is the ponderomotive prediction of the hot-electron temperature for the case of negligible preformed plasma inside the cone. These temperatures are factors of 2–3 higher than expected.
here are factors of 2–3 higher than the vacuum scaling. If this increase in temperature is due entirely to laser self-focusing in the pre-plasma, this result corresponds to a factor of 3–10 enhancement of the incident laser intensity.

It is worth noting that OMEGA EP is known to produce maximum proton energies that are higher in comparison to those of other laser systems. In particular, it has been shown that for a fixed laser intensity (~2–8 × 10^{18} \text{W-cm}^{-2}) the maximum proton energy increases as the pulse duration is increased from 1 ps to 10 ps. Observations indicate that the maximum proton energy on OMEGA EP increases faster with the laser pulse duration than models (for example, Eq. (1)) predict. At present, there is no explanation for this observation. We speculate that the effect itself could be due to hotter electron temperatures (for instance, due to enhanced absorption or to hot-electron refluxing) for longer pulses (10 ps), or to additional physics of the ion acceleration process that is not incorporated into the models at this point.

Finally, these temperatures are consistent with the notion that many of the hot electrons that are emitted at 0° can penetrate, escape the compressed shell and accelerate surface ions in the forward direction as shown in Sec. III. The average 2\pi of the compressed shell for spherical implusions with comparable laser and target parameters has been previously measured to be about ~150 mg cm^{-2}. Given this dense core, electrons generated on one side near the cone tip, would need energies of ~500 keV to penetrate and escape the core, a condition that is readily satisfied by the temperatures shown in Fig. 8.

VI. CONCLUSION

In this work, we have for the first time characterized the energy loss to fast protons in cone-in-shell fast-ignitor experiments. We estimate that of order 10 J, or 1% of the short-pulse laser energy is lost to fast protons. It was shown that these protons are accelerated from the surface of the cone, rather than the cone tip alone.

Finally, we have used these protons to estimate a lower bound on the initial hot-electron temperature. These estimated hot-electron temperatures (500–900 keV) are hotter than predicted from the ponderomotive scaling by factors of 2–3. If the enhancement of the hot-electron temperature is due entirely to laser self-focusing, this result corresponds to a factor of 2–3–10 enhancement of the incident laser intensity.
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