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ABSTRACT
Fuel–shell mix in kinetic plasma conditions is probed using nuclear and x-ray self-emission in shock-driven, D3He-gas-filled inertial confinement fusion implosions. As initial gas fill density decreases, measured nuclear yields and ion temperatures are lower than expected as compared to radiation-hydrodynamic simulations. Spatially and temporally resolved x-ray emissions indicate significant mixing at the fuel–shell interface in implosions with low initial gas fill density. This observed fuel–shell mix introduces a substantial amount of shell ions into the center of the implosion prior to and during shock flash and is the key mechanism needed in the kinetic-ion simulations to match experimental nuclear yields.
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I. INTRODUCTION

Inertial confinement fusion (ICF) implosions1 use direct laser drive or indirect x-ray drive to implode a spherical target, compressing the fusion fuel to high density and thermonuclear temperature. The implosion, from ablation to shock propagation to compression to stagnation, transitions through a wide range of densities (1019 – 1025 cm−3) and temperatures (eV–keV). Radiation-hydrodynamic codes2–5 play an important role in modeling and understanding these implosions and are orders of magnitude less computationally intensive than fully kinetic codes. Despite hydrodynamic codes’ many practical advantages, they are designed to simulate systems that are collisional (with mean free paths much smaller than the length scale of the system). However, certain regions of ICF implosions (ablation, shock propagation, and hohlraum) are often kinetic. Experiments focusing on these kinetic plasma conditions are, therefore, important to establish whether deviations from hydrodynamic expectations exist, and then, whether they are impactful.

The experiments described in this work focus on the shock propagation phase of ICF implosions and on the interactions between fuel and shell ions at the fuel–shell interface, where the high-temperature and low-density plasma conditions lead to a long ion mean free path relative to the implosion radius. Hydrodynamic codes neither do correctly simulate kinetic plasma conditions nor are they expected to. Kinetic models, whether embedded within hydrodynamic codes or implemented in a hybrid fluid-kinetic approach, provide new insights into kinetic mechanisms in these plasmas and an estimate of their relative importance in affecting implosion behaviors. Some consequences of low collisionality in the plasmas include non-Maxwellian features in the particle distribution, loss of energetic tail-ions from the hot spot,6,7 and ion diffusion. These effects have been studied using kinetic-ion...
In more collisional implosion conditions, hydrodynamic simulations adequately model measured yields and temperatures, although kinetic simulations can better match time-resolved measurements such as the reaction histories. In contrast, in implosions with lower initial gas fill density, kinetic simulations are needed to capture the overall implosion dynamics. Inclusion of ion diffusion into radiation-hydrodynamic simulations was needed to match the measured reaction profiles and to improve agreements with measured yields and ion temperatures. Nuclear signatures of kinetic mixing have also been studied using separated reactants experiments. In particular, ion diffusion was expected to play a prominent role in previous experiments that measured time-integrated nuclear observables in kinetic ICF implosions. In these previous works, fuel–shell ion mix had significant impacts on the nuclear performance in simulations but had not been observed directly in the experiments. In this work, direct observations of fuel–shell mixing in kinetic plasma conditions using temporally and spatially resolved x-ray self-emission are presented and analyzed with respect to hydrodynamic and kinetic simulations.

The present work focuses on using time-resolved x-ray self-emission as a diagnostic for implosion performance and specifically for determining kinetic behaviors in the implosion center. For implosions with lower initial gas fill density, a particle-in-cell (PIC) code is used to model the implosion. For lower gas fill density, the simulations are more collisional and require a fully kinetic approach to accurately model the kinetic dynamics. In this work, we will use a Vlasov–Fokker–Planck ion-kinetic code (FPION)18 to model the implosion process. FPION is a Vlasov–Fokker–Planck ion-kinetic code that includes a collisional model for Coulomb collisions and a Monte Carlo model for x-ray self-emission. The code is used to model the implosion process and to determine the kinetic dynamics of the implosion.

The experimental neutron yields and neutron-averaged ion temperatures are compared against the 1D radiation-hydrodynamic code LILAC and 1D kinetic-ion Fokker–Planck code FPION. LILAC is a Lagrangian code with flux-limited electron thermal transport (flux limiter = 0.07), and laser absorption is modeled by inverse Bremsstrahlung with refraction. LILAC provides similar results for these shock-driven implosions as other well-benchmarked hydrodynamic codes (DUED3 and HYADES). In both the 50%–50% and 90%–10% D²He implosions with high initial gas fill density (>2.0 mg/cc), the ratio of experimental to LILAC-simulated DD yield is 0.36. For the low initial gas fill density (<0.8 mg/cc) cases, the ratio of experimental to LILAC-simulated DD yield is 0.06–0.11 [Figs. 1(a) and 1(b)]. This yield trend as implosions transition from a hydrodynamic-like to kinetic plasma regime was first observed by Rosenberg et al., and the inclusion of an ion diffusion model (and other reduced-kinetic models) in a radiation-hydrodynamic code was able to better capture the yield trend. Experimentally, we also observed that the neutron-averaged DD temperatures are lower than simulated, and this discrepancy increases as implosions become more kinetic [Figs. 1(c) and 1(d)]. Each data point in Fig. 1 is averaged over three shots (for the 50%–50% D²He implosions) or averaged over five shots (for the 90%–10% D²He implosions). The error bars represent the scatter in the experiment between nominally identical implosions.

FPION-simulated yield and ion temperatures are also plotted in Fig. 1. FPION is a Vlasov–Fokker–Planck ion-kinetic code. The fuel ions are treated as kinetic, while the electrons are treated as a fluid. A hybrid kinetic-fluid approach is used to simulate these implosions, using initial and boundary conditions from radiation-hydrodynamic in this case, HYADES simulations.

The time when kinetic calculation begins is chosen sufficiently late, such that we do not need to simulate too much cold and dense matter with the kinetic code, and sufficiently early to not miss too much of the kinetic behaviors in the implosion center. Similarly, the boundary condition for the kinetic simulation is chosen sufficiently far out into the pusher to correctly treat the mixing between fuel and shell ions, but not too far out as to include regions of the pusher that will be ablated by the laser. This boundary condition is Lagrangian and follows a cell of the hydrosimulation rather than at a fixed position in space. The initial conditions for the FPION simulations (density, temperature, velocity, and charge state) are shown in Fig. 1 in the Appendix.

The strong scaling of Coulomb collision times with the mass and charge of the particles results in vastly different relaxation timescales when considering the collisional interaction of the SiO₂ shell with the...
D$^3$He gas. The SiO$_2$ included in the kinetic simulation domain (with much shorter collision timescales relative to D$^3$He and, thus, expected to remain close to local thermodynamic equilibrium) is treated as a single-fluid species. The primary reason for treating the SiO$_2$ as a single-fluid species is the very small ion mean free path between the Si and O ions in the pusher region in most of the space-time domain of the simulation (comparable to the SiO$_2$ mean free path shown in Fig. 3). In addition, the pusher ions are accelerated from the electric field arising from the electron pressure gradient, and as such, the ion velocity is related to the ion charge-to-mass ratio $Z/A$. Both the Si and O ions are expected to be fully ionized with the same $Z/A = 14/28$ for Si and $Z/A = 8/16$ for O, leading to the same acceleration. Finally, the thermal velocity of the pusher ions is much smaller than the bulk-fluid velocity, so no significant ion diffusion between Si and O is expected. More details on collision treatments are described in reference 29.

The FPION-simulated yields are within a factor of two of the measured values, and the agreement is better with the 50%–50% D$^3$He implosions as compared to the 90%–10% D$^3$He implosions. Radiation transport is expected to impact neither hydrodynamics nor nuclear performance in these systems, and this is confirmed by running simulations without radiation transport vs with a gray radiation diffusion model. Overall, FPION is able to much better match the yield and temperature trends as compared to LILAC especially as initial gas fill density decreases.

In addition, FPION simulations show the development of a fast-ion population in the shock structure. Such features in the particle distribution are far from thermal equilibrium and cannot be accounted for using perturbation-based transport models. The fast ion population in the particle distribution and the loss of these fast ions most relevant for fusion reactions are important to model properly but, by themselves and without fuel–shell ion diffusion, cannot reproduce the measured yields.

Figure 2 shows radius-time plots, showing the FPION-simulated fuel and shell ion densities for two 90%–10% D$^3$He implosions: one with high initial gas fill density (3.4 mg/cc) and another with low initial gas fill density (0.9 mg/cc). The shell plasma conditions for these two cases are initially similar to they share the same laser drive. Figures 2(a) and 2(c) show that when the initial gas fill density is high, there is a clear boundary between the fuel and shell ions before and after peak compression because of higher collisionality at the fuel–shell interface. However, in Figs. 2(b) and 2(d), the region of fuel–shell ion interpenetration is much wider. For illustrative purpose, the mix boundaries (black-dashed lines) are
defined by where the inward-diffusing SiO2-ion density falls to 50% of its peak value and by where the outward-diffusing fuel–ion density falls to 20% of its peak value.

The difference in the mean free path of a thermal SiO2 ion in the region of fuel–shell ion mix (between dashed lines) for implosions with different initial gas fill densities is illustrated in Fig. 3, supporting the intuition of enhanced diffusion at the fuel–shell interface with lower initial gas fill density. The slowing down distance of a shell ion will be even longer than its thermal mean free path because the implosion velocity is higher than the thermal velocity. After peak compression, the mean free path in the kinetic simulation is actually shorter in the low-gas-fill-density implosion center because of SiO2 presence in the fuel region.

The key topological change in the kinetic simulations as implosions transition from hydrodynamic-like to kinetic plasma conditions is significantly increased ion diffusion across the fuel–shell interface. The fuel ions diffuse into the shell plasma, lowering density at the implosion center. The shell ions diffuse into the central fuel region, increasing x-ray emission. This strong fuel–shell mixing occurs before the rebounding shock arrives at the fuel–shell interface and is distinct from hydrodynamic instabilities.

III. X-RAY MEASUREMENTS OF FUEL–SHELL MIX

This section will address the physics mechanisms driving the time-averaged measurements in Sec. II, focusing on x-ray measurements that have not been discussed in previous works. The extent of the diffusive mixing between the fuel and shell ions developed in the kinetic simulations is not a small perturbation and, as such, should be observable in spatially and temporally resolved x-ray self-emissions.

Measured x-ray emission histories in these shock-driven implosions support enhanced SiO2 mixing into the implosion center. X-ray emission histories above 14 keV and above 30 keV are measured using the particle x-ray temporal diagnostic (PXTD). X-ray emissions incident on different scintillator channels generate scintillator photons that are optically relayed to a streak camera. The absolute x-ray emissions are obtained by cross calibrating to the hard x-ray detector (HXRD).

Figure 4 shows the measured x-ray histories for three different initial gas fill densities: 2.0, 0.7, and 0.3 mg/cc. Both the absolute signal magnitudes and relative trends are reasonably captured in the synthetic x-ray histories generated from FPION post-shot simulations. Absolute x-ray emission increase was also observed in other x-ray diagnostics sensitive to x rays between 1 and 10 keV. In comparison, while synthetic x-ray emissions from hydrodynamic simulations also show an increasing trend with lower gas fill density, the absolute x-ray emission level is much higher than measured.

Similarly, sharp differences in x-ray framing camera images between implosions with high and low initial gas fill density strongly support the enhanced fuel–shell mixing interpretation. Simulated SiO2 emission spectrum at ablation plasma temperature (~1–2 keV) has strong emission lines between 2 and 2.5 keV. The x-ray framing camera is filtered with 125 μm of beryllium to filter out x-ray emission below 1.5 keV. Because of the strong dependence on Bremsstrahlung emission on Z and the high ratio of shell mass to fuel mass, x-ray emission is dominated by SiO2 emission. Each image is integrated over 30–40 ps and intensity-corrected using a series of optical density steps with known exposures. Synthetic x-ray images are post-processed from FPION x-ray emission profiles, accounting for the framing camera integration time, finite pinhole size, motional blurring, x-ray transmission through filter, and x-ray energy deposition in the film.

In the implosion with high initial gas fill density (3.4 mg/cc), recorded x-ray images from shock convergence through peak emission show well-defined emission from the shell plasma (Fig. 5, left), and corresponding synthetic FPION images demonstrate very good agreement in both profile shape and emission size. For the implosion with low initial gas fill density (0.9 mg/cc), the recorded x-ray images show markedly different behaviors, with blurred shell emission early in time, and later on, indistinguishable emission between shell and fuel plasmas (Fig. 5, right). The measured x-ray images as a function of time are indicative of the enhanced diffusive mixing observed in kinetic simulations between the fuel and shell ions. In addition, synthetic FPION x-ray images are able to reproduce the emission profile.
changes observed in the experiment. In the kinetic case, the synthetic x-ray images clearly demonstrate how increased ion diffusion across the fuel–shell interface translates into broadened shell emission profiles observed in the experiment.

**IV. IMPACT ON NUCLEAR PERFORMANCE**

To discuss the impact of observed fuel–shell mixing on nuclear performance in these kinetic implosions, it is helpful to consider the impact of other kinetic mechanisms (fast-ion tail and other non-Maxwellian features). Figure 6 shows the FPION-simulated DD and D³He reaction histories for two implosions with initial gas-fill density of 3.4 and 0.9 mg/cc, respectively. These reaction histories are calculated from the same simulation outputs using two different approaches. The dashed lines are reaction histories calculated directly from the ion distribution function. The solid lines are reaction histories calculated from Maxwellian quantities (density and temperature). While there are non-Maxwellian features in the ion distribution function, the calculated differences in the nuclear reaction rate are at most 25%.

In contrast, kinetic simulations showed a much stronger impact on nuclear yield due to fuel–shell mixing. Kinetic simulations of low-gas-fill-density shock-driven implosions without ion diffusion across the fuel–shell interface have \( \sim 8 \times \) higher nuclear yield as compared to the experiment. It is only with the inclusion of ion diffusion that kinetic simulations can reach good agreement with the experiment. The simulation conclusion that strong pusher-fuel mixing is needed to correctly interpret low-density shock-driven implosions is now validated by experimental x-ray observation of strong fuel–shell mix.

X-ray emission histories, in combination with time sequences of spatially resolved x-ray images, provided compelling experimental evidence that support enhanced ion diffusion across the fuel–shell interface prior to shock flash in these kinetic implosions. The inward diffusion of the SiO₂ ions increases radiative loss and absolute x-ray emission, while the outward diffusion of the fuel ions reduces fuel–ion density and nuclear yields in the implosion center. In the kinetic simulations inside the mix region, the ion and electron temperatures are only weakly coupled (ion-electron thermal equilibration time \( \sim 1 \) ns). In contrast, the thermal equilibration time between the SiO₂ and D³He ions is only \( \sim 80 \) ps. This is smaller than the neutron production width of \( \sim 130 \) ps and suggests that both outward diffusion of the fuel ions (reducing density) and energy transfer to the shell ions (lowering temperature) impact the nuclear yield.

To illustrate these effects, Figure 7 shows the FPION-simulated fuel and shell ion density profiles, focusing on two particular times in the implosion. Figures 7(a) and 7(b) are the density profiles when the inward propagating shock is about to converge at the center. At this time, most of the shell has already been ablated away, and already significant interpenetration of fuel and shell ions can be seen in the implosion with lower initial gas fill density. Figures 7(c) and 7(d) are the density profiles near the time of peak emission, and in the lower density case, the diffusive mixing has increased in time. In contrast, the implosion with the higher initial gas fill density maintained a more clear separation between fuel and shell ions despite similar coronal plasma conditions. While the fuel–ion temperature profile for the 3.4 mg/cc implosion [Fig. 7(c), red] is centrally peaked, the fuel–ion temperature profile for the 0.9 mg/cc implosion [Fig. 7(d), red] is lower in the central region where significant SiO₂ ions are present.
V. CONCLUSION

Substantial mix across the fuel–shell interface in kinetic implosion conditions is directly observed using temporally and spatially resolved x-ray emission, and this enhanced mixing at the interface, in turn, affects implosion performance by reducing hot spot fuel–ion density and lowering fuel–ion temperature. This mix mechanism is distinct from hydrodynamic Rayleigh–Taylor mix during the compression phase and begins to develop during shock propagation.

The strong diffusive mixing and non-Maxwellian features in these kinetic simulations go beyond small perturbations from thermal equilibrium and require a fully kinetic treatment. This raises the question of whether a hydrodynamic treatment, even with transport models based on perturbations from thermal equilibrium, is sufficient during different times in an ignition-relevant implosion, for example, at shock breakout at the DT-ice/DT-vapor interface, during shock propagation, and inside the hohlraum. To understand and accurately simulate these similarly kinetic ICF plasma conditions, improved physics models should be developed to complement existing hydrodynamic simulation capabilities.
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APPENDIX: DATA TABLE AND SIMULATION INITIAL CONDITIONS

Figure 8 shows initial conditions from 1D hydrodynamic HYADES simulations for FPION. Table I shows yields and ion temperatures ($T_i$) as measured in the experiments and as simulated by LILAC and FPION.
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FIG. 8. Initial conditions from 1D hydrodynamic HYADES simulations for FPION. (a)–(d) The initial ion density, ion temperature, fluid velocity, and charge state, respectively, as a function of radius for an implosion with an initial gas-fill density of 3.4 mg/cc (82 745), at $t = 0.42$ ns. (e)–(h) The initial ion density, ion temperature, fluid velocity, and charge state, respectively, as a function of radius for an implosion with initial gas-fill density of 0.9 mg/cc (82 740) at $t = 0.37$ ns. The blue-dashed line is the fuel–shell interface in the hydrodynamic simulations.

TABLE I. Yields and ion temperatures ($T_i$) as measured in the experiments and as simulated by LILAC and FPION. The nominal outer diameter of these targets is 860 µm, with a 2.3-µm-thick SiO$_2$ shell. Data in each row are averaged over three shots (for the 50%–50% D3He implosions) or averaged over five shots (for the 90%–10% D3He implosions), and the uncertainties represent scatter in the data. $\rho_0$, $f_D$, and $f_{\text{He}}$ refer to the initial gas fill density, deuterium fraction in the gas fill, and helium-3 fraction in the gas fill, respectively.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>LILAC</th>
<th>FPION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DD</td>
<td>D$^3$He</td>
</tr>
<tr>
<td>$\rho_0$ mg/cc</td>
<td>$f_D$</td>
<td>$f_{\text{He}}$</td>
</tr>
<tr>
<td>2.0</td>
<td>0.5</td>
<td>0.50</td>
</tr>
<tr>
<td>0.7</td>
<td>0.51</td>
<td>0.49</td>
</tr>
<tr>
<td>0.3</td>
<td>0.48</td>
<td>0.49</td>
</tr>
<tr>
<td>3.4</td>
<td>0.89</td>
<td>0.11</td>
</tr>
<tr>
<td>1.6</td>
<td>0.90</td>
<td>0.10</td>
</tr>
<tr>
<td>0.9</td>
<td>0.91</td>
<td>0.09</td>
</tr>
</tbody>
</table>


